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Comparative study on workforce 
transformation strategy and SME 
policies in Indonesia and Malaysia 

A B S T R A C T
This study aims to compare efforts to digitise SMEs in Indonesia and Malaysia, 
particularly in the Central Java and Kuala Terengganu regions, especially in the cultural 
context and perceptions of SME owners, in terms of workforce transformation. Data 
were collected on the creative industry SMEs in Central Java and Kuala Terengganu, 
with a sample size of 241 at each location. The collected data were then analysed using 
the ANOVA difference test and the SPSS regression test. This study’s results prove 
differences in the levels of agile leadership, organisational ambidexterity and workforce 
transformation in SMEs in Central Java, Indonesia and Kuala Terengganu, Malaysia. 
Agile leadership and organisational ambidexterity have also been shown to positively 
and significantly affect workforce transformation. The results of this study contribute 
to improving the theoretical understanding of SME workforce transformation in 
Indonesia and Malaysia, particularly the development of academic science in 
management. In addition, this study also provides information, recommendations, and 
references to SME entrepreneurs related to strategic planning to optimise performance 
in maintaining the sustainability of their businesses. This study also provides a practical 
contribution as a reference for improving the performance of SMEs in Indonesia and 
Malaysia.
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Introduction 

Small and medium enterprises (SMEs) are the 
backbone of a resilient national economy in increas-
ing domestic ultimatums (Hashim, 2015; Azam et al., 
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2023; Costa Melo et al., 2023; Nuryakin et al., 2022). 
In developing countries, SMEs play an important role 
due to the potential to increase income distribution 
and job creation, reduce poverty and export growth, 
and develop entrepreneurship, industry, and rural 
economics (Tambunan, 2008; Karmaker et al., 2023; 
Skare et al., 2023).
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SMEs in Indonesia account for more than 90 % of 
all companies; therefore, they are the largest source of 
employment (Tambunan, 2008). Most SMEs in Indo-
nesia are engaged in the agricultural sector, including 
livestock, forestry and fisheries. The second impor-
tant sector for SMEs is trade, hotels and restaurants. 
SMEs in Indonesia do not yet have the maximum 
development capacity due to obstacles, including the 
lack of capital and the ease of technology implemen-
tation. According to Wignaraja (2013), the supply of 
communication technology to SMEs only reached 6.6 
%, so marketing through technology was not optimal. 
In Malaysia, SMEs also play a very important role in 
national economic growth as well as in building social 
welfare (SME Corporation Malaysia, 2018). Malaysia 
has 662 939 SMEs, representing more than 97 % of 
total companies and contributing more than one-
third of the total Malaysian GDP (Chin & Lim, 2018; 
SMEinfo, 2017). Many companies in Malaysia are 
family businesses; their traditional structure means 
the lack of literature on their leadership (PWC, 2016). 
Malaysian SMEs have shown remarkable changes in 
terms of economic contribution (Hussain et al., 2010; 
Khan & Khalique, 2014; Ghee et al., 2015) and 
national job opportunities (Islam, 2010; Schaper, 
2014). 

More specifically, the development of SMEs in 
Indonesia, especially in Central Java, intensified, and 
the growth reached 15 % in 2020, which is fairly large. 
The development of SMEs in Kuala Terengganu has 
also experienced a significant increase in technologi-
cal developments that have facilitated their marketing 
and operational strategies. Across ASEAN, digital 
technology is actively transforming industries, 
enriching lives and driving progress. ASEAN has the 
opportunity to advance the forefront of the dynamic 
global digital economy as a community. Although 
still lagging behind other global peers, ASEAN has 
the potential to enter the top five digital economies 
globally by 2025 if all ASEAN members are commit-
ted to strengthening their local digital economy 
(Chua & Dobberstein, 2017). 

 The business world, both large and small, faces 
IR 4.0, which demands the ability to adapt and take 
advantage of digital technology availability. The avail-
ability of technology from IR 4.0, e.g., information 
technology during the post-pandemic period, pro-
vides opportunities and challenges in maintaining 
sustainability when facing dynamic, unpredictable 
change. Lockdown regulations put pressure on finan-
cial limitations and disrupted operational cash flows 
and physical communication with limited customers, 

resulting in a decreased ability to maintain business 
sustainability (Ali & Karimah, 2020). This phenome-
non demands strengthening the ability of SMEs to 
manage the existing workforce transformation in 
adapting to the digital work environment. Digitalisa-
tion affects the development of SMEs in Indonesia 
and Malaysia, but the national cultural context some-
times makes implementation different. Digitalisation 
is more efficient if human resources or the workforce 
are ready to transform. 

The workforce transformation is a fundamental 
change in circumstances and requires a change in 
culture, behaviour and mindset (Shaughnessy, 2018; 
Fachrunnisa et al., 2020). In other words, workforce 
transformation requires a change in human con-
sciousness that truly transforms life and livelihoods 
(Verhoef et al., 2019). Several factors that determine 
the achievement of workforce transformation include 
organisational ambidexterity and agile leadership. 
Rapid changes in the external environment, such as 
new technologies and growing global competition, 
cause a short product life cycle and rising tensions 
between exploitation and exploration (Tai et al., 
2019). Due to the rapid changes in the external envi-
ronment, SMEs face difficulties with long-term sur-
vival. Solís-Molina et al. (2018) argued that 
organisations need competencies of ambidexterity. 
Several research efforts on organisational ambidex-
terity (O’Reilly & Tushman, 2013) showed that 
organisations that managed to create a balance 
between exploration and exploitation performed bet-
ter in the short and long term. Rosing and Zacher 
(2017), Sudarti et al. (2019) and Adhiatma et al. 
(2019) also stated that ambidexterity is not only 
achieved at the organisational level but also at the 
individual level. Factors that affect ambidexterity at 
an individual level provide insights and new methods 
on how to develop ambidexterity in an organisation. 
This way, SMEs are expected to be able to adapt to the 
changing environment and digital technology to 
build digital transformation through increasing 
organisational ambidexterity capabilities. The suc-
cessful workforce transformation in this digital era is 
determined by the existence of agile leadership. An 
agile leader can guide their team and continually 
influence its behaviours by defining, spreading and 
maintaining organisational vision (Perker et al., 
2015). Marquest (2018) stated that maintaining per-
formance in a current rapidly changing environment 
demands the ability to drive workforce transforma-
tion, and agility is the key to staying in a business 
game. Leadership agility means affecting people and 
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making a change. Agility is considered a main skill 
for current managers.

The biggest challenge facing SMEs towards digi-
talisation is transforming their workforce by chang-
ing their mindsets and work patterns. Entrepreneurs 
need the right strategic orientation, e.g., learning and 
marketing orientation, creativeness and innovation, 
to support the transformation to maintain business 
continuity (Ejdys, 2015). In facing digital transforma-
tion challenges and the need to remain competitive in 
the industry, leaders must formulate and implement 
strategies that embrace the implications of digital 
transformation and drive better operational perfor-
mance (Hess et al., 2016). The effective use of labour 
has often been a critical factor in a company’s long-
term success over its competitors, especially in highly 
competitive and technology-driven industries. This 
study examines a comparative study as an effort 
towards digitising SMEs in Indonesia and Malaysia, 
especially in the Central Java and Kuala Terengganu 
regions, especially in the cultural context and percep-
tions of SME owners in the field of workforce trans-
formation. In addition, this research is also useful to 
encourage the strengthening of economic growth and 
development through collaboration or cooperation 
between SMEs in the two countries.

1. Literature review and 
hypothesis development

Agile leadership is the ability to guide and influ-
ence the team to always provide customer value by 
having the flexibility and speed skills that can facili-
tate organisational success (Adhiatma, Fachrunnisa, 
Nurhidayati et al., 2022; Grzesik & Piwowar-Sulej, 
2018). An agile leadership-based approach can 
answer the industry’s ability to adapt quickly to mar-
ket needs (Faisal et al., 2007; Kot et al., 2018). Since 
SMEs in Indonesia are smaller companies, it is easier 
for leaders to make and implement decisions quickly 
(Hamdani & Wirawan, 2012). Research is still lacking 
on leadership knowledge and its impact on company 
performance, especially in the agile leadership style 
of business leaders in Malaysia (Sam et al., 2012).  
A study by Madanchian and Taherdoost (2019) shows 
a leadership effectiveness dimension consisting of the 
ability to inspire, facilitate and motivate an account-
able and positive attitude, contributing to Malaysian 
SME performance improvement. Recent research 
also stated that the unpreparedness for facing IR 4.0 

indicates that the leadership capability of Malaysian 
SMEs still needs improvement (Hamdan, 2020). The 
lack of understanding of leadership for business per-
formance sustainability can lead to the lack of moti-
vation of all SME members to produce optimal 
performance in their tasks. Meanwhile, recent 
research related to leadership for Malaysian SMEs 
shows that agile leadership becomes the key to suc-
cess in implementing digital transformation (Fach-
runnisa et al., 2020).

Hence, Hypothesis 1 of this study is as follows:
H1. There are different levels of agile leadership in 
SMEs in Kuala Terengganu and Central Java.

Ambidexterity is usually seen as a combination 
of two conflicting activities: exploration and exploita-
tion (Rosing & Zacher, 2017). Ambidexterity is the 
company’s ability to exploit existing capabilities to 
explore new opportunities (Adler & Heckscher, 
2013). According to research by Chuen et al. (2018), 
SME owners and managers in Malaysia have not 
generated sufficient returns due to their current com-
petitive abilities. Organisational capabilities, such as 
ambidextrous or balancing exploitation and explora-
tion, will be useful to support the growth of SME 
performance in the long term. According to research 
by Ikhsan et al. (2017), the ambidexterity context 
already significantly impacts the performance of 
SMEs in Indonesia’s creative industry. This can 
encourage companies to create and provide better 
value to maximise customer satisfaction through 
products and services. Other authors (Adhiatma, 
Fachrunnisa & Sudarti, 2022; Adhiatma, Fachrun-
nisa, Nurhidayati et al., 2022; Sudarti et al., 2019) also 
said that most SMEs in Indonesia have close relation-
ships with customers. 

Hence, Hypothesis 2 in this study is as follows: 
H2. There are different levels of organisational ambi-
dexterity in SMEs in Kuala Terengganu and Central 
Java.

Workforce transformation is a fundamental 
change from a situation and requires changes in cul-
ture, behaviour and mindset (Shaughnessy, 2018). In 
other words, workforce transformation requires  
a shift in human consciousness that can truly trans-
form lives and livelihoods (Pan et al., 2019). Transfor-
mation is not just changing but has a more rational, 
cognitive and holistic perspective and can be spiritu-
ally oriented (Bertola & Teunissen, 2018). SMEs in 
Central Java have been transforming the workforce 
through entrepreneurship training to gain added 
value from the productivity of small and medium 
enterprises (Suminar et al., 2020). Meanwhile, many 
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SMEs in Malaysia still face domestic and global chal-
lenges to compete. The main obstacle Malaysian 
SMEs face is workforce transformation (Gunto  
& Alias, 2013).

Hence, Hypothesis 3 in this study is as follows: 
H3. There are different levels of workforce transfor-
mation in SMEs in Kuala Terengganu and Central 
Java.

Creating a transforming workforce in SMEs 
requires agile leadership and organisational ambidex-
terity. Workforce transformation is also closely related 
to increasing the productivity needed in business and 
public sectors. In the face of this digital era, workers 
who have been able to transform will be more agile so 
as to create an agile organisation (Sanatigar et al., 
2017). Establishing agility in SMEs in Central Java 
and Kuala Terengganu is one of the key skills for 
today’s managers. An agile manager with multiple 
skills, flexibility and speed to facilitate the achieve-
ment of greater organisational success is ready to 
meet the challenges of today’s world (Buhler, 2010). 
Organisational ambidexterity is also important for 
the long-term success of SMEs (Laureiro-Martínez et 
al., 2015). One of the more persistent ideas in organi-
sational science is that long-term success depends on 
how SMEs in Central Java and SMEs in Kuala Tereng-
ganu exploit their capabilities while simultaneously 
exploring fundamental new competencies. Previous 
studies have often considered that the reciprocal 
exchange between these two activities cannot be 
overcome, but more recent research has described 
organisational ambidexterity as being able to simulta-
neously exploit existing competencies and explore 
new opportunities (Raisch et al., 2009).

Hence, Hypothesis 4 in this study is as follows: 
H4. There is a positive and significant influence 
between agile leadership and organisational ambi-
dexterity on workforce transformation in SMEs in 
Kuala Terengganu and Central Java. 

2. Research method

2.1. Population and sample

 A survey methodology is used in this research to 
collect primary data for empirical analysis. The sam-
ples used in this research were SMEs intensely using 
simple digital technology, such as social media mar-
keting and partnership, to work with clients and cus-
tomers. In this study, the high use of a simple digital 

technology by an SME was understood as the use of 
at least mobile phones with an Internet connection in 
running the business as the mobile phone is a simple 
digital technology supporting the use of the Internet 
and social media (e.g., Facebook, Instagram, What-
sapp, etc.) that facilitate access to information about 
various digital technology features. 

The study population were SMEs in Indonesia 
and Malaysia with industrial classification, included 
in a homogeneous-specific section that falls under 
the classification of small and home industries. The 
study samples were SMEs with less than 300 employ-
ees, and the study sampling technique was non-ran-
dom sampling with a purposive sampling method. 
Specifically for this research project, company data 
(e.g., industry type, number of employees and annual 
sales) were collected into an ad hoc database (Table 
2). 

Data was obtained from distributing question-
naires to owners/leaders/managers of 250 creative 
industries SMEs in Semarang, Central Java, Indone-
sia, and 250 SMEs in Terengganu, Malaysia, as they 
have a strategic position in decision-making related 
to information technology adoption. The question-
naire was submitted by a trained research assistant. 
The criteria of SMEs selected as study samples are 
based on the development and adoption of BPS 
(Badan Pusat Statistik, 2017; SME Corporation 
Malaysia, 2018), referring to SMEs by the World 
Bank’s standard (World Bank Group, 2018) as busi-
ness types with the annual sales turnover of USD 100 
000 – < 15 000 000, and full-time employees of 10 – ≥ 
300 people. Additionally, Semarang as the capital city 
of Indonesia, and Terengganu, the capital city of 
Malaysia, were selected as population targets since 
these areas have the potential for the development of 
creative industry-based small businesses (Halim  
& Mat, 2010; Wahyono & Hutahayan, 2020). Other 
selection criteria used in this research were SMEs 
using the Internet in part business, with the organisa-
tion’s tenure of more than one year (i.e., SMEs have 
been operating for at least one year). SMEs in the 
creative industries sector were chosen as a sample 
because they use digital technologies (for business 
development, production and distribution, processes, 
and customer relationships) to develop innovation in 
their business (Li, 2018). In this research, SMEs in the 
creative industries sectors included fashion, retail, 
service, food and beverages, and handicrafts as a part 
of creative industries. According to the National 
Creative Industry Policy (DIKN, 2018) of Malaysia 
and Badan Ekonomi Kreatif Indonesia (2017) of 
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Indonesia, the creative industries definition follows 
the United Kingdom’s Department of Culture Media 
and Sport (DCMS, 1998) “those industries which 
have their origin in individual creativity, skill and 
talent and which have a potential for wealth and job 
creation through the generation and exploitation of 
intellectual property”. The questionnaire contained  
a detailed literature review on measurement scales 
and some questions that address workforce transfor-
mation, organisational ambidexterity and agile lead-
ership. The questionnaire was supplemented with  
a cover letter requesting owners, senior managers or 
executives to complete the questionnaire.

An expert focus group was used to meet the face 
validity for agile leadership, organisational ambidex-
terity and workforce transformation and to validate 
the developed items before surveying. All the survey 
statement items were translated from English into 
Indonesian and Malaysian, then back-translated into 
English by an independent translator, and content 
analysis was also carried out on spoken and written 
material (Brislin, 1980). In addition, five SME own-
ers had a personal interview, and the questionnaire 
was validated by several academics. The interview 
aimed to improve the quality of items and correct the 
wording issues. Finally, after three months, 482 out 
of 500 companies provided data, which represents  
a 96.4 % response rate. 

In this study, the collection of data through the 
distribution of questionnaires arranged in stages 
based on a five-point Likert scale ranging from 
strongly disagree to strongly agree.

2.2. Measures 

Agile leadership was defined as the ability to 
guide a team in influencing behaviour to always pro-
vide value to customers by having the flexibility and 
speed skills to facilitate organisational success. This 
variable was measured with four items: the sense of 
urgency and direction, sharing responsibility and 
mutual accountability, effectiveness in recognising 
problems and making decisions, and commitment 
and trust among members. These items were devel-
oped by Perker et al. (2015).

Organisational ambidexterity refers to a compa-
ny’s ability to exploit current opportunities while 
simultaneously exploring new opportunities for the 
future. The three items by Tuan (2016) were used for 
measuring: using new technology, the capability to 
get to know new technology, and increasing the role 
of consumers. 

Workforce transformation was defined as the 
creation and change from one form to another that is 
new in function or structure, which includes funda-
mental changes from one state and culture. This vari-
able was measured with four items, such as skills and 
qualities required for workforce, communication and 
reliability. These items were developed by Stevens 
(2018).

3. Results 

The study’s analysis technique used ANOVA to 
test hypotheses one to three. The fourth hypothesis 
used the multiple regression analysis and SPSS 25 as 
an analysis tool.

3.1. Demographic data

This study used 482 Indonesian and Malaysian 
SMEs as a sample. Demographic data included the 
country, business fields, the number of employees, 
and annual sales (Table 2).

In terms of the country, 50 % of SMEs were from 
Indonesia and 50 % from Malaysia. The majority of 
respondents were SMEs from the food and drinks 
businesses (40.2 % in Semarang and 31.9 % in Tereng-
ganu), followed by the fashion business sector (31.9 % 
in Semarang and 16.5 % in Terengganu). The crafts 
business sectors from Semarang and Terengganu 
comprised 17.8 % of SMEs. While the retail business 
SMEs from Terengganu amounted to 7.05 %, and 2.07 
% were from Semarang. The remaining 7.8 % and 
26.5 % were Semarang and Terengganu service busi-
ness SMEs. 

Most SMEs in Semarang (58.09 %) and Tereng-
ganu (56.43 %) had 5–10 employees. 31.12 % of 
Semarang SMEs had between ≥ 10–49 employees, 
and in Terengganu, such SMEs comprised 35.27 %. 
SMEs with 50–300 employees amounted to only 8.30 
% in Terengganu and 10.79 % in Semarang. Judging 
from annual sales, the majority of Indonesian and 
Malaysian SMEs have an annual sales capability of ≤ 
USD 100 000 (68.46 % and 65.56 %, respectively). The 
annual sales capability between USD 100 000 and  
3 000 000 was reported by 26.97 % of SMEs in Sema-
rang and 31.54 % in Terengganu. SMEs with annual 
sales capabilities of more than USD 300 000 com-
prised only 4.56 % in Semarang and 2.90 % in Tereng-
ganu.
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Tab. 1. Demographic data

Detail 
Total Sample (482)

Semarang, Indonesia  
(241)

Terengganu, Malaysia  
(241)

Total Percentage Total Percentage

Semarang 241 50

Terengganu 241 50

Business Field Semarang Terengganu

Foods/Drinks 97 40.2 77 31.9

Crafts 43 17.8 43 17.8

Fashion 77 31.9 40 16.5

Retailer 5 2.07 17 7.05

Service 19 7.8 64 26.5

Number of employees Semarang Terengganu

5 – 10 140 58.09 136 56.43

≥ 10 – 49 75 31.12 85 35.27

50 – 300 26 10.79 20 8.30

Annual Sales Semarang Terengganu

≤ USD 100 000 165 68.46 158 65.56

USD 100 000 – 3 000 000 65 26.97 76 31.54

USD 3 000 000 - < 15 000 000 11 4.56 7 2.90

Tab. 2. Results of the validity and reliability test for Indonesian and Malaysian SMEs

Country Indonesia Malaysia

Variable
Corrected 
Item-Total  

Correlation
P-value Note Cronbach’s 

Alpha Note
Corrected 
Item-Total 

Correlation
P-value Note Cronbach’s 

Alpha Note

Agile Leadership

Sense of urgency and 
direction 0.289 0.000 Valid 0.925 Reliable 0.313 0.000 Valid 0.804 Reliable

Shares of responsibility 
and mutual account-
ability

0.407 0.000 Valid 0.920 Reliable 0.175 0.000 Valid 0.803 Reliable

Effectiveness in recog-
nising problems and 
decision-making

0.430 0.000 Valid 0.921 Reliable 0.332 0.000 Valid 0.804 Reliable

Commitment and trust 
among members 0.491 0.000 Valid 0.920 Reliable 0.154 0.000 Valid 0.804 Reliable

Organisational Ambidexterity

Always using new 
technology 0.528 0.000 Valid 0.917 Reliable 0.293 0.000 Valid 0.842 Reliable

The capability to get to 
know new technology 0.552 0.000 Valid 0.917 Reliable 0.310 0.000 Valid 0.805 Reliable

Increase the role of 
consumers 0.557 0.000 Valid 0.918 Reliable 0.402 0.000 Valid 0.808 Reliable

Workforce Transformation

Skills required 0.619 0.000 Valid 0.918  Reliable 0.183 0.000 Valid 0.812 Reliable

Qualities required from 
the workforce 0.666 0.000 Valid 0.916  Reliable 0.384 0.000 Valid 0.812 Reliable

Communication 0.599 0.000 Valid 0.916  Reliable 0.273 0.000 Valid 0.809 Reliable

Reliability 0.678 0.000 Valid 0.920  Reliable 0.293 0.000 Valid 0.819 Reliable
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Tab. 5. Result of the t-statistic test

Hypothesis Regression T count p-value 
(Sig.) VIF Results

H4

Agile leader-
ship  Work-
force transfor-
mation

6.573 0.000 1.616  Supported

Organisational 
ambidexterity 
 Workforce 
transformation

11.325 0.000 1.616 Supported

3.2. Validity and reliability test

Validity is defined as the extent to which a con-
cept can be measured accurately in quantitative stud-
ies (Heale & Twycross, 2015). The validity test is used 
to measure the validity or invalidity of a question-
naire. The reliability test is related to the consistency 
of size (Heale & Twycross, 2015). Reliability testing is 
used to assess the consistency of objects and data, 
whether the instruments used to measure the same 
object several times will produce the same data. Based 
on Table 3, the significance level or p-value is below 
0.05. The corrected item-Total Correlation (r-count) 
for all research variables ≥ r-table (0.1264), so it can 
be assumed that all statements on agile leadership, 
organisational ambidexterity, and workforce trans-
formation are valid. Furthermore, the reliability test 
results show that the Cronbach’s alpha value is > 0.6. 
Therefore, the instruments in this study are reliable 
and feasible to use.

3.3. ANOVA test

The one-way ANOVA test analysis was used to 
test the comparison of the average rate between sev-
eral data groups. ANOVA test or F-test can be done in 
two ways: by looking at the level of significance or by 
comparing the F-count with the F-table. Testing with 
a significant level on the ANOVA table < α = 0.05, 
then H0 is rejected (influential), while on the contrary 
if the significant level on the ANOVA table > α = 0.05, 
then H0 is accepted (no effect).

Based on the ANOVA test analysis results (Tab. 
4), agile leadership, organisational ambidexterity and 
workforce transformation have an F-count (5.423, 
4.935 and 5.781) > F table (3.861) with their signifi-
cance of 0.02, 0.026 and 0.016. The ANOVA test 
results show differences in the levels of agile leader-
ship, organisational ambidexterity and workforce 
transformation in SMEs from Kuala Terengganu, 
Malaysia and Central Java, Indonesia. 

3.4. Multiple linear regression test

Furthermore, the results of multiple linear 
regression tests were used to test the influence of agile 
leadership and organisational ambidexterity on 
workforce transformation in SMEs in Kuala Tereng-
ganu and Central Java. The results of the multiple 
regression test in SPSS are listed in Table 4 below. 

Tab. 3. Anova analysis results

Differences of SME levels in Central 
Java, Indonesia and SMEs in Kuala 

Terengganu, Malaysia
F Sig

Agile leadership 5.423 0.02

Organisational ambidexterity 4.935 0.026

Workforce transformation 5.781 0.016

Tab. 4. Multiple linear regression test

Hypothesis Regression Std  
B

Unstand 
B SE p-value

H4

Agile leadership 
Workforce 
transformation

0.325 0.355 0.054 0.000

Organisational 
ambidexterity 
 Workforce 
transformation

0.560 0.698 0.062 0.000

Based on the table above, the multiple linear regres-
sion equation is as follows:

Y = 0.325X1 + 0.560X2 + e 
Y = Workforce transformation
X1 = Agile leadership
X2 = Organisational ambidexterity
e = error term
Consequently, agile leadership and organisa-

tional ambidexterity have a positive and significant 
effect on workforce transformation. The higher level 
of agile leadership and organisational ambidexterity 
possessed by SMEs will increase their workforce 
transformation.

Based on the significance test for individual 
parameters, the statistical t-test in Table 6 shows that 
agile leadership has a significant effect on workforce 
transformation (t-count 6.573 > t table 1.969; p-value 
0.000 < 0.05). Likewise, organisational ambidexterity 
(t-count 11.325 > t-table 1.969; p-value 0.000 < 0.05) 
shows a significant effect on workforce transforma-
tion. This means that the higher the agile leadership 
and organisational ambidexterity of SMEs, the higher 



8

Volume 15 • Issue 4 • 2023
Engineering Management in Production and Services

the level of workforce transformation for SMEs in 
Indonesia and Malaysia. The results of the multiple 
linear regression test and t-statistic test indicate that 
the fourth hypothesis is supported. 

4. Discussion

The results of this study are in line with previous 
research that forming agility in SMEs in Central Java 
and Kuala Terengganu is one of the main skills for 
managers today. An agile manager with many skills, 
flexibility and speed to facilitate the achievement of 
greater organisational success is ready to meet the 
challenges of today’s world (Buhler, 2010). Organisa-
tional ambidexterity is also critical for long-term 
success in SMEs (Laureiro-Martínez et al., 2015). 
One of the more persistent ideas in organisational 
science is that long-term success depends on how 
SMEs exploit their capabilities while simultaneously 
exploring fundamental new competencies. One of the 
competencies that need to be explored by SMEs is the 
adoption of Supply Chain Management (SCM) as  
a comprehensive strategic management application 
for the flow and transformation of raw materials into 
finished products or services for distribution to end 
users (Kot et al., 2018). Previous studies have often 
considered that the reciprocal exchange between 
these two activities cannot be overcome, but more 
recent research has described organisational ambi-
dexterity as being able to simultaneously exploit 
existing competencies and explore new opportunities 
(Raisch et al., 2009). 

Agility in Indonesian SMEs, including smaller 
companies, will make it easier for leaders to make 
decisions and implement them quickly, which is in 
line with previous research (Hamdani & Wirawan, 
2012). Research is still lacking in knowledge about 
leadership and its impact on company performance, 
especially the agile leadership style of business leaders 
in Malaysia (Sam et al., 2012). Meanwhile, in line 
with previous research by Ikhsan et al. (2017), the 
context of ambidexterity already has a significant 
impact on the performance of SMEs in Indonesia’s 
creative industries. SMEs in Central Java that have 
been able to implement organisational ambidexterity 
will strengthen their ability to survive and develop by 
producing superior performance in an increasingly 
dynamic market. Furthermore, the research results 
by Suminar et al. (2020) also state that SMEs in Cen-
tral Java have been able to transform the workforce 

through entrepreneurship training, which can pro-
vide added value to the productivity of small and 
medium enterprises. However, there are still many 
SMEs in Malaysia who face domestic and global chal-
lenges to compete. The main obstacle faced by Malay-
sian SMEs is workforce transformation (Gunto  
& Alias, 2013).

Based on this research result, SMEs need agile 
leadership and ambidexterity to implement workforce 
transformation. This leadership style fosters a culture 
of agile transformation among members to strengthen 
performance and maintain business sustainability. 
Owners or leaders of SMEs that are able to react rap-
idly and agilely to business opportunities and barriers 
can establish a strategic culture that allows their 
workforce to adapt to the needs of a dynamic business 
environment. Furthermore, the developed agility 
allows for raising awareness, sharing duties with oth-
ers, identifying obstacles to act, having adaptable and 
flexible structures, and anticipating business chal-
lenges. A leader’s capacity to manage their SME’s 
workers to transform depends on their flexibility in 
managing their workforce to change on a daily basis in 
terms of qualities and skills, adjusting to recent social 
principles, fluidity and agility, speed, and being more 
adaptive (Fachrunnisa et al., 2020; Stevens, 2018).

In addition, ambidextrousness in business organi-
sations also contributes to realising the transformation 
of workers. The achievement of workforce transfor-
mation is marked by the skills and qualities required, 
communication, and reliability. An ambidextrous 
small business workforce is better prepared to face the 
dynamic business environment. An ambidextrous 
workforce tends to work exploratively and exploita-
tively to transform their work procedures into 
dynamic and flexible processes or system implemen-
tations, so they are always ready to transform to cap-
ture current and future opportunities to achieve 
higher performance. Organisational ambidexterity, in 
the sense of ambidexterity in their business company, 
means not only exploiting one or certain workforces 
but being able to maintain harmony between exploita-
tion and exploration so that it is organisationally ben-
eficial. This organisational ambidexterity can take 
advantage of new technologies to build work proce-
dures into dynamic and flexible processes or a system 
to balance the exploitation and exploration of their 
workforce. Hence, the formed ambidexterity culture 
can organisationally transform the work of their 
workforce to be able to meet the needs of each work-
force, leader, and customer (Tuan, 2016; Stevens, 2018; 
Adhiatma et al., 2022). 
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Conclusions

The empirical research was performed to verify 
the differences in levels of agile leadership, organisa-
tional ambidexterity and workforce transformation 
in SMEs of Central Java, Indonesia and Kuala Tereng-
ganu, Malaysia. In addition, it also examined the 
effect of agile leadership and organisational ambidex-
terity on workforce transformation in Indonesian and 
Malaysian SMEs based on the literature review and 
hypothesis development. It allowed confirming:
• differences in the level of agile leadership, organi-

sational ambidexterity and workforce transfor-
mation among SMEs of Central Java, Indonesia 
and Kuala Terengganu, Malaysia.

• a positive and significant effect of agile leadership 
and organisational ambidexterity on workforce 
transformation in Indonesian and Malaysian 
SMEs. 
Hence, it seemed to be an essential conclusion 

that agile leadership and organisational ambidexter-
ity were the factors determining the ability of SMEs to 
increase workforce transformation. SMEs will be able 
to achieve higher agility in dealing with an uncertain 
environment and rapid changes through several 
leadership roles so that the company would be able to 
achieve higher agility capabilities in an uncertain, 
rapidly changing environment. Such roles include 
leaders using foresight and strategic perspectives to 
make the best decision at the right time, direct goal 
setting and best planning, using their own initiative, 
and awareness of the application of modern scientific 
work methods. Agile leadership and organisational 
ambidexterity have a positive and significant effect on 
workforce transformation. Based on the calculation 
results of the t-statistical test, there are differences in 
the level of agile leadership, organisational ambidex-
terity and workforce transformation in SMEs in 
Indonesia and Malaysia.

This research contributes to increasing the theo-
retical understanding of workforce transformation 
among SMEs in Indonesia and Malaysia so that it can 
be used in the development of academic science, 
especially in the field of management. The study 
results also provide information, recommendations, 
and references to business actors, especially those in 
the SME scope. Thus, these small business actors will 
be able to plan a more solid strategy to be able to 
produce optimal performance for the sustainability of 
their business. 

However, this study has the following limitations, 
so several stages are required for further research:
• This study analyses the influence of agile leader-

ship and organisational ambidexterity as assessed 
from perceptions of the actors (leaders) of Indo-
nesian and Malaysian SMEs. However, a more 
specific approach is needed to make a better 
contribution to each process to obtain different 
results (e.g., the perception of SME employees or 
more focus on certain business fields). 

• This study uses self-reported data. This may have 
an impact on the general method variance. Fur-
ther research should make a better contribution 
to the achievement independently and use work-
force transformation measurements on more 
objective SMEs

• Respondents in this study were owners/leaders/
managers of SMEs in Indonesia and Malaysia, 
with a minimum workforce of ten people and 
implemented ICT in running their business. For 
further research, it can be more specific to the 
SME’s business sector (e.g., creative industries, 
culinary, fashion, tourism, etc.).
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Impact of human energy expenditure 
on order picking productivity:  
a Monte Carlo simulation study  
in a zone picking system 

A B S T R A C T
This article aims to investigate the impact of allowable human energy expenditure 
(HEE) of order pickers on the throughput of workers in manual order zone picking 
systems MOP. The method used in this research is the Monte Carlo simulation, used 
while considering many human and job factors. The results showed that a worker’s 
gender and an item’s weight have little effect on the HEE. On the other hand, body 
weight, walking speed, distance travelled, and the targeted zone significantly impacted 
the HEE, rest allowance, and throughput. For example, male pickers at a weight of 75 
kg can move up to speed to 1 m/s and pick up items weighing up to 5 kg without 
reaching the allowable HEE rate, equal to 4.3 kcal/min, and, thus, no rest is needed. 
Female pickers at a weight of 75 kg reach the allowable HEE rate, equal to 2.6 kcal/min, 
at a very low speed of approximately 0.1 m/s when picking up items up to 5 kg, and, 
thus, frequent rest is needed, which leads to low throughput. To increase the 
throughput of female pickers, they can be assigned to pick up lighter items. Utilising 
Monte Carlo simulation to evaluate the HEE in MOP while considering many factors. 
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Introduction

Warehouses form a vital link in the supply chain, 
where all types of products can be temporarily stored 
until ordered. Upon receipt of an order, the picking 
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system is required to retrieve the requested items 
from the storage areas manually or automatically. The 
main objective of the picking process is to fulfil cus-
tomer orders, which is an expensive, labour-based 
process that sometimes consumes around 55 % of the 
whole warehouse operations. Thus, efficiently man-
aging this process will lead to shorter times for fulfil-
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ment, less cost, and better customer satisfaction. The 
process should be efficiently managed to achieve the 
best picking process efficiency. Management of the 
picking process includes the selection picker speed 
and the corresponding rest, the number of items per 
trip, the number of orders per trip, and the picking 
strategy selection. 

There are different picking strategies. First, the 
zone-picking strategy has similar items stored in one 
section of the warehouse called a zone, and each 
picker is assigned to a zone to pick all ordered items 
from that zone. Second, discrete picking applies more 
to small warehouses. In this strategy, a picker is 
assigned to pick up all items in the same order from 
the whole warehouse. Third, batch picking has pick-
ers assigned to pick the same item or a group of items 
in their vicinity for many orders. Fourth, wave pick-
ing lets pickers pick up only one item per trip. Lastly, 
two or more strategies can be applied together as  
a new strategy, such as assigning multiple orders to  
a picker in the batch strategy and storing the items in 
zones in the zone-picking strategy. 

As explained, the picking process is labour-based 
and mostly manually performed utilising picking 
equipment. The Manual Order-Picking process 
(MOP) is a crucial sub-process within warehouses, 
logistics, and supply chain processes (Al-Araidah et 
al., 2021). Therefore, it is important for the MOP to 
be managed efficiently to enhance the system’s per-
formance (Petersen, 2002; Marmidis et al., 2008). 
According to Tompkins et al. (2010), the time taken 
for a picking trip is divided into five components: 
setup, travel, searching, picking, and others, with 
percentages of 10 %, 50 %, 20 %, 15 %, and 5 %, 
respectively. In addition to time, MOP consumes the 
physical energy of the picking workers. It is important 
to study the combined effect of time and energy 
expenditure on the MOP process and the order picker 
to maximise efficiency. Another important term 
related to the MOP process is throughput, which is  
a key performance indicator of the picking process 
and is influenced by the picking workers’ time and 
human energy consumption. During the MOP, pick-
ers are using one of the routing policies to move 
between the locations. Selecting a suitable policy 
plays a significant role in minimising the total dis-
tance travelled. Three of the most common policies 
are the strict order, first-come-first-served combined 
orders, and zone-picking orders (Petersen & Aase, 
2004); the latter is the topic of this research. 

The picking consumes pickers’ energy, denoted 
as human energy expenditure (HEE). Many human 

and environmental factors affect the HEE, such as 
body mass, speed, item mass, warehouse temperature, 
etc. Many studies have investigated the HEE with 
respect to other factors, e.g., Ocobock (2016) studied 
the effect of temperature on the students’ energy 
expenditure in different schools. Similarly, Wester-
terp (2017) studied the effect of body size and food 
intake on the HEE and rest requirements during 
some physical activities. The effect of obesity on the 
HEE has been studied by Pontzer et al. (2016) with 
respect to different physical activities. Picking opera-
tions have limited studies. For example, Grosse et al. 
(2015) have developed a framework based on a litera-
ture review to discover the opportunities for MOP 
improvements. 

Different research techniques can be utilised to 
study the relationships between time and human 
energy consumption with respect to different human 
factors. One of these techniques is the Monte Carlo 
simulation (MCS). According to Harrison (2010), 
American scientists developed and used the MCS 
method for the nuclear field during World War II. 
This method was then used in various scientific fields, 
particularly intractable problems or experiments 
which are extremely expensive or time-consuming. 
MCS is used to predict output-based different inputs 
in uncertain situations by repeating the calculations 
many times.  

This study investigates the effects of human and 
job factors on the well-being of order pickers and on 
the throughput of the MOP system. Studying these 
factors helps to better understand the MOP problem, 
which leads to the improvement of the process per-
formance by increasing the throughput and minimis-
ing the fatigue level. This work considers many 
factors, such as the gender of the pickers, their body 
weights, picked item weights, and the speed of the 
pickers. The study uses metabolic energy expenditure 
equations from the literature to estimate the energy 
needs for every single task and uses Predetermined 
Time Standards System equations (PTSS) to estimate 
the time needed to achieve the work. Consequently, 
the HEE and throughput are found, and the moment 
when the pickers reach the maximum allowable HEE 
is determined. Based on this, rest requirements are 
determined for both male and female pickers.

As demonstrated in the next section, gaps in this 
field of research can be summarised as little consid-
eration given by most studies to factors, such as 
environmental, worker body or picked items, to study 
the HEE. Additionally, they mainly use a few calcu-
lated scenarios to evaluate the results. This research 
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will consider many worker-related factors and picked 
items to evaluate the HEE and throughput. Further-
more, MCS will be used to find the results, covering 
most of the possible picking-up scenarios. 

The remainder of this article is arranged as fol-
lows. Section 2 represents the research related to this 
work. Section 3 fully describes the methodology, 
including the model used in this research to generate 
the results, the warehouse design, calculations of dif-
ferent factors and outputs, and methodology steps. 
Section 4 shows and discusses the obtained results. 
Finally, the major outcomes from this research are 
given in the Conclusions section. 

1. Literature review 

A close literature review showed several studies 
on the MOP, zone picking, and human energy 
expenditure (HEE). The following review concerns 
some articles that addressed the subjects separately or 
jointly.

Several researchers investigated the impact of 
various warehouse design factors on the performance 
of the MOP system. Such factors include the ware-
house layout, the routing policy, the picking strategy, 
and the storage assignment (Saderova et al., 2020). 
Among others, Petersen et al. (2005) evaluated stor-
age assignment strategies in terms of the time and 
distance that pickers need to accomplish orders. The 
authors studied the effect of the golden zone concept 
on time and distance (i.e., in item storage, the golden 
zone is the level between a picker’s waist and shoul-
ders). The results showed that the storage assignment 
strategies considering the golden zone significantly 
improve the time to fulfil the orders compared to 
strategies that ignore this concept. However, the use 
of the golden zone concept significantly increases the 
distance for the picker to travel. The study used the 
Monte Carlo simulation method to get these results. 
Ho and Liu (2005) studied the impact of converting 
 a regular warehouse into a zone-picking warehouse 
on the total order-picking travel distance (TTD). The 
study used a group of algorithms and route planning 
to find the TTD improvements after converting into 
the zone-picking method. Roodbergen et al. (2008) 
developed an optimisation model to minimise the 
distance travelled inside a warehouse with the goal of 
providing a suitable layout structure; as found, the 
layout that resulted from the model was similar to the 
layout that resulted from the simulation packages, but 

with a better travel distance by utilising the S-shape 
routing. Parikh and Meller (2008) studied the prob-
lem of selecting between the batch-picking strategy 
and the zone-picking strategy. The authors developed 
a cost-estimation model to compare between these 
two strategies from the cost viewpoint. The proposed 
model considered several factors and their effect on 
the cost. The factors included the pick rate, picker 
blocking, workload imbalance, and sorting system 
requirements. Moreover, the authors presented a case 
study to show the effect of system throughput, order 
size, and item distribution in orders on selecting the 
picking strategy. Elbert and Müller (2017) studied the 
effect of the dimensions scale of warehouses on the 
time needed for MOP at a constant speed and body 
weight. The authors also considered the curves/turn 
manoeuvres in time and energy calculations. The 
study concluded that the time and energy costs could 
not be positively affected, particularly in small-scale 
warehouses. 

Several researchers studied human energy for  
a wide range of household, personal, and work activi-
ties. An early study by Garg et al. (1978) proposed  
a new approach to estimating the metabolic energy 
for manual handling of materials. The authors 
assumed that each job, regardless of its complexity, 
can be divided into a set of simpler tasks. The study 
yielded a set of equations to calculate the estimated 
metabolic energy. Price (1990) investigated a number 
of methods for calculating RA for different types of 
jobs. The author developed a model to calculate RA 
for construction work, which can be used for other 
types of physical work. Since human energy is among 
the constraints that may impact the MOP system’s 
performance, several authors took the HEE into 
account. Battini et al. (2016) developed a multi-
objective model to accommodate ergonomics into 
the line balancing problem considering the human 
energy expenditure and consumed time. The study 
provided a predetermined motion energy system 
based on Garg et al. (1978) to predict the human 
energy expenditure considered as a level indicator of 
ergonomics. The authors validated the results with 
numerical examples. Çakıt (2016) used an energy 
expenditure prediction software to estimate the 
energy cost of manual waste collection works. The 
software used was built based on the equation by 
Garg et al. (1978). The study results showed a minus-
cule difference between energy costs predicted by the 
software and estimated by the equations from the lit-
erature. Calzavara et al. (2019a) considered different 
store layouts and then developed equations to deter-
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mine the cost of picking and the HEE. Calzavara et al. 
(2019b) presented an optimisation model to optimise 
the time of working and time of resting for manual 
order-picking workers. The model is limited to activi-
ties involving the whole body. In the proposed model, 
the authors aimed to improve worker productivity by 
better scheduling their work and recovery time. 
Moreover, the model considers the rate and duration 
of activities in addition to the worker’s physiological 
factors affecting fatigue accumulation and recovery 
time. Sgarbossa and Vijayakumar (2020) developed 
an optimisation model for the RA based on the RA 
equation developed by Calzavara et al. (2019a). The 
model accounted for the ageing factor of pickers, 
tasks, and rest combinations in the picking schedule, 
aiming to minimise the workers’ fatigue level, reduc-
ing the total work, and accordingly increasing pro-
ductivity. Al-Araidah et al. (2021) studied a manual 
order-picking system in a high-demand rate ware-
house. The study investigated the energy expenditure 
rate of female pickers and their fatigue allowance, 
considering some affecting factors, such as walking 
speed, body weight, and throughput rate. 

To the best of the authors’ knowledge, no study 
accounted for MOP and HEE zone picking, which is 
the research gap that will be investigated in this 
research, as explained in detail in the introduction 
section. Therefore, this work expands the work by 
Al-Araidah et al. (2021) to account for additional 
warehouse and human factors and picking scenarios. 
The methodology and details of the model are pre-
sented in the next section. 

2. Research methods 

In this section, the proposed model will be 
described beside the description of store layout, rout-
ing and picking. Then, the calculations used in this 
research will be presented. At the end of this section, 
the methodology steps are summarised.

2.1. Model description 

This study utilises Monte Carlo simulation to 
generate picking routes and computes associated 
HEE and throughput of the picking system. The 
model relies on multiple sources of data from the lit-
erature, including HEE equations, predetermined 
time standards (PTS), human statistics, and job 

standards. The model was coded using Excel spread-
sheets. 

For the purpose of this study, a traditional ware-
house design with a predefined layout and pre-fixed 
dimensions was created. In this design, all storage 
cells were identified by their (x, y, z) coordinates, and 
hence, the distances between any two cells could be 
calculated. The assumed total number of available 
locations inside the warehouse zone is 1620 locations/
cells, and each generated location is reserved for one 
item only. Statistics on body weights were obtained 
from the National Health Statistical Report (Fryar et 
al., 2018). 

The Monte Carlo simulation method randomly 
generates coordinates of items’ locations inside the 
warehouse for a given number of items per order. 
Utilising input data and the time and energy equa-
tions from the literature, the model computes the 
time and HEE for each movement of each randomly 
generated picking tour. Many orders (replicates) are 
simulated to obtain the required statistics on through-
put and HEE. For the purpose of this study, the 
number of replicates is fixed at 2000 replicates. Com-
puted statistics include the average and standard 
deviation of the travel distance, travel time, travel 
energy, picking time, and picking energy. Moreover, 
time results are accumulated to estimate the number 
of orders fulfilled per work shift. Furthermore, results 
are manipulated to test the impact of RA on through-
put.  

The below sections detail design components and 
equations utilised in the proposed model.   

2.2. Warehouse design

Warehouse layout configuration and routing 
policy are essential and have a marked effect on order 
picking. It affects the duration of the picking tour and 
the time needed to achieve the tasks. Accordingly, it 
affects the workers’ HEE and throughput. A typical 
warehouse design usually starts with identifying the 
required area, selecting the suitable racking method, 
determining the layout configuration, and finally, 
identifying the operating policies (Roodbergen et al., 
2008). Fig. 1 shows the layout configuration of the 
warehouse used in this study. The warehouse consists 
of four zones, and each zone includes 15 double racks, 
as shown in Zone 1. The used layout is compact in 
space and assumes less travel (Caron et al., 2000). The 
compartments in each rack are given a number to 
facilitate the assignment of products to compart-
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ments. A sample numbering is shown in Zone 2 of 
Fig. 1 for the compartments of the first rack. Items are 
assumed to be located at the centre of the compart-
ment and close to the opening of the compartment. 
Moreover, items are packaged to facilitate one-hand 
picking.

2.3.  Routing and picking

All picking tours are assumed to start from and 
end at the pick-up/drop-off station (P/D), which is 
assigned a (0, 0, 0) coordinate. The picking tour starts 
when the order picker collects the order invoice from 
the P/D station. The invoice has n items assumed to 
be preordered to expedite picking. The picker travels 
to the items’ locations based on the order in the 
invoice. To travel from the location of item i to that of 
i+1, the picker is assumed to walk in the middle of the 
aisle at a constant speed and to choose the shorter 
path to the target location. Moreover, the picker is 
assumed to use a shopping cart to move the picked 
items during the picking tour. The total travel dis-
tance/time is computed as the algebraic sum of the 
distances/times between visited locations, including 
that from and to the P/D station. 

To collect an item from a compartment, the 
picker arrives at the position, rotates to face the rack, 

 

 

Fig. 1. Layout of the warehouse; zones, racks with a sample path of a picking tour and the numbering of cells/compartments 
 in the first rack 

  searches for the item, performs the pick, rotates back, 
stoops to place the item in the cart, and then contin-
ues to the next location. To perform a pick, the picker 
is assumed to position oneself at a convenient distance 
in front of the compartment. Based on the item’s 
height, the picker is assumed to stand to pick items 
from upper and middle compartments (z=3 and z=2) 
or squat to pick items from lower compartments 
(z=1) to facilitate safe reach for the item. Following 
this, the picker reaches for, grasps, moves the item 
towards their body, reassumes the standing posture 
as needed, and then places the picked item in the cart. 
By the end of the tour, the picker empties the items 
from the cart at the P/D station. The time required to 
assume the needed posture (rotate, stand, stoop, or 
squat), the time to pick (reach for, grasp, move, and 
release) an item, and the time to lower the item into 
the cart are estimated using PTS systems, Tompkins 
et al. (2010) and Meyers and Stewart (2002). Times 
for eye travel and eye fixation are included for locat-
ing the item. It is worth mentioning that the item’s 
weight may only impact the time required to move 
the item and that gender has no effect on the travel or 
the picking times. For convenience, these times are 
pre-estimated and are used as fixed inputs in the 
model, as shown in Table 1. The total picking time is 
computed as the algebraic sum of the time required to 
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collect the invoice at the beginning of the tour, the 
picking times of items, and the time required to 
empty the items at the P/D station. The total time of 
the picking tour is computed as the algebraic sum of 

2.4. Energy calculations 

To estimate the rate of energy expenditure during 
a picking tour, the tour is decomposed into travel and 
picking activities. This study predicts the rate of HEE 
for each activity using the following equations from 
Garg et al. (1978). Other than standing activities, all 
computed HEE must be adjusted by adding an HEE 
for standing during the activity to account for hold-
ing the body in position (Garg et al., 1978). 

Tab. 1. PTS picking time calculations

Activity Description Z = 1 Z = 2 Z = 3 Pick 
Invoice Drop Items

Turn To face the rack 0.020 0.020 0.020 0.02 0.02  
once for all items

Eye Travel Search for the item 0.010 0.010 0.010 0.01 0.01
Eye fixation Locate the item 0.005 0.005 0.005 0.005 0.005
Squat (sit) For safe picking from a lower shelf 0.020
Reach 16 inches Reach for the item 0.011 0.011 0.011 0.011 0.011
Grasp Grasp a large item 0.003 0.003 0.003 0.009 0.003
Move 16 inches Move the item toward the body or to 

the P/D station 0.011 + 25 % for every 10 lb over 5 lb

Arise from squat (stand) Stand tall 0.020

Move 16 inches To place the item in the cart 0.011 + 25 % for every 10 lb 
over 5 lb

Release Release the item into the cart or at 
the P/D station 0.000 0.000 0.000 0.000 0.000

Reach (16, 25.6, 45.3 inches 
for z= 1, 2, 3)

Reach back toward the body 0.011 0.0158 0.02565

Turn To align with the cart 0.020 0.020 0.020 0.02 0.02  
once for all items

Total  Item weight ≤5 lb 
0.142 0.1116 0.1313 0.076

0.04  
+ number of items 

× 0.03
5< item weight ≤15 lb

0.1475 0.1183 0.140463
0.04  

+ number of items 
× 0.04275

15< item weight ≤25 lb
0.153 0.125 0.149625

0.04  
+ number of items 

× 0.0455

  

Walking on a flat surface (kcal/min):  

E = 10-2 (51 + 2.54 BW × V2) (1) 

Standing (kcal/min):  

E = 0.024 BW (2) 

Standing in a bent position (kcal/min):  

E = 0.028 BW (3) 

Arm lowering 
(kcal/lower): 

  

∆E = 10-2 (0.093 BW (h2 - 0.81) +  
+(1.02 L + 0.37 S × L) (h2-h1)) 

(4) 

Forward movement of the arm while 
standing (kcal/movement): 

 

∆E = 10-2 (3.75 + 1.23 L) X (5) 

Forward movement of the arm while sitting 
(kcal/movement): 

 

∆E = 10-2 (6.3 + 2.71 L) X (6) 

Squat lowering 
(kcal/lower): 

  

∆E = 10-2 (0.511 BW (0.81-h1) +  
+0701 L (h2-h1)) 

(7) 

Squat lifting (kcal/lift):  

∆E = 10-2 (0.514 BW (0.81-h1) + (2.19 L +  
+0.62 S × L) (h2-h1)) 

(8) 

Stoop lowering (kcal/lower):  

∆E = 10-2 (0.268 BW (0.81-h1) +  
+0.675 L (h2-h1) + 5.22 S (0.81-h1)) 

(9) 

Stoop lifting 
(kcal/lift): 

  

∆E = 10-2 (0.325 BW (0.81-h1) +  
+(1.41 L + 0.76 S × L) (h2 – h1)) 

(10) 

Where: 
E: human energy expenditure per time (kcal/min) 
∆E: human energy expenditure per task (kcal) 
BW: body weight of the worker (kg) 
h1: vertical height, in metres, from the floor; the 
starting (ending) point for the lift (lower) 
h2: vertical height, in metres, from the floor; the 
ending (starting) point for the lift (lower), 
0.81<h1<h2 

  

Walking on a flat surface (kcal/min):  

E = 10-2 (51 + 2.54 BW × V2) (1) 

Standing (kcal/min):  

E = 0.024 BW (2) 

Standing in a bent position (kcal/min):  

E = 0.028 BW (3) 

Arm lowering 
(kcal/lower): 

  

∆E = 10-2 (0.093 BW (h2 - 0.81) +  
+(1.02 L + 0.37 S × L) (h2-h1)) 

(4) 

Forward movement of the arm while 
standing (kcal/movement): 

 

∆E = 10-2 (3.75 + 1.23 L) X (5) 

Forward movement of the arm while sitting 
(kcal/movement): 

 

∆E = 10-2 (6.3 + 2.71 L) X (6) 

Squat lowering 
(kcal/lower): 

  

∆E = 10-2 (0.511 BW (0.81-h1) +  
+0701 L (h2-h1)) 

(7) 

Squat lifting (kcal/lift):  

∆E = 10-2 (0.514 BW (0.81-h1) + (2.19 L +  
+0.62 S × L) (h2-h1)) 

(8) 

Stoop lowering (kcal/lower):  

∆E = 10-2 (0.268 BW (0.81-h1) +  
+0.675 L (h2-h1) + 5.22 S (0.81-h1)) 

(9) 

Stoop lifting 
(kcal/lift): 

  

∆E = 10-2 (0.325 BW (0.81-h1) +  
+(1.41 L + 0.76 S × L) (h2 – h1)) 

(10) 

Where: 
E: human energy expenditure per time (kcal/min) 
∆E: human energy expenditure per task (kcal) 
BW: body weight of the worker (kg) 
h1: vertical height, in metres, from the floor; the 
starting (ending) point for the lift (lower) 
h2: vertical height, in metres, from the floor; the 
ending (starting) point for the lift (lower), 
0.81<h1<h2 
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Walking on a flat surface (kcal/min):  

E = 10-2 (51 + 2.54 BW × V2) (1) 

Standing (kcal/min):  

E = 0.024 BW (2) 

Standing in a bent position (kcal/min):  

E = 0.028 BW (3) 

Arm lowering 
(kcal/lower): 

  

∆E = 10-2 (0.093 BW (h2 - 0.81) +  
+(1.02 L + 0.37 S × L) (h2-h1)) 

(4) 

Forward movement of the arm while 
standing (kcal/movement): 

 

∆E = 10-2 (3.75 + 1.23 L) X (5) 

Forward movement of the arm while sitting 
(kcal/movement): 

 

∆E = 10-2 (6.3 + 2.71 L) X (6) 

Squat lowering 
(kcal/lower): 

  

∆E = 10-2 (0.511 BW (0.81-h1) +  
+0701 L (h2-h1)) 

(7) 

Squat lifting (kcal/lift):  

∆E = 10-2 (0.514 BW (0.81-h1) + (2.19 L +  
+0.62 S × L) (h2-h1)) 

(8) 

Stoop lowering (kcal/lower):  

∆E = 10-2 (0.268 BW (0.81-h1) +  
+0.675 L (h2-h1) + 5.22 S (0.81-h1)) 

(9) 

Stoop lifting 
(kcal/lift): 

  

∆E = 10-2 (0.325 BW (0.81-h1) +  
+(1.41 L + 0.76 S × L) (h2 – h1)) 

(10) 

Where: 
E: human energy expenditure per time (kcal/min) 
∆E: human energy expenditure per task (kcal) 
BW: body weight of the worker (kg) 
h1: vertical height, in metres, from the floor; the 
starting (ending) point for the lift (lower) 
h2: vertical height, in metres, from the floor; the 
ending (starting) point for the lift (lower), 
0.81<h1<h2 
L: item’s weight (kg) 
S: gender (0 female, 1 male) 
V: walking speed of the worker (m/sec) 
X: horizontal movement (m) 
 

∆E = 2.4 x 10-4 × µ × G × LT × D (11) 

Where: 
µ: the coefficient of friction between the cart’s 
wheels and the floor 
LT: the total weight of the load (kg), including the 
weight of the cart 
D: distance (metres) 
G: gravitational acceleration (9.8 m/sec2) 
 

The value of µ depends on the type of surfaces 
in contact. For the purpose of this study, the cart is 
assumed to have nylon or polyurethane mounted 
on steel wheels and the floor is assumed to be 
concrete; µ = 0.06 (Al-Eisawi et al., 1999).  

Compared to Zone 1 (Fig. 1), the difference in 
the HEE for the different zones can be estimated by 
the added HEE due to the travel between the P/D 
station and the first item while the cart is empty plus 
the HEE due to the travel between the last item and 
the P/D station while the cart is full. On the other 
hand, the HEE required to travel between items and 
to pick items is independent of the zone.  

Equation 12 estimates the percentage of RA for 
pickers in the case that the rate of the HEE for the 
job exceeds the allowable HEE rate based on Price 
(1990). This study assumes that the allowable rate of 
the HEE is 4.3kcal/min for males and 2.6kcal/min 
for females (Price, 1990) and that the picker will 
spend their rest time standing. 

Rest 
Allowance:   

%𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤𝑟𝑟𝑟𝑟

  × 

100 % 
(12) 

Where: 
%RA: percentage of the required rest allowance 
HEEwork: rate of energy consumption in a certain 
job (kcal/min) 
HEEallowable: allowable rate of energy consumption 
(kcal/min) 
HEErelaxation: rate of energy expenditure during rest 
time (kcal/min) 

 

 

L: item’s weight (kg) 
S: gender (0 female, 1 male) 
V: walking speed of the worker (m/sec) 
X: horizontal movement (m) 
 

∆E = 2.4 x 10-4 × µ × G × LT × D (11) 

Where: 
µ: the coefficient of friction between the cart’s 
wheels and the floor 
LT: the total weight of the load (kg), including the 
weight of the cart 
D: distance (metres) 
G: gravitational acceleration (9.8 m/sec2) 
 

The value of µ depends on the type of surfaces 
in contact. For the purpose of this study, the cart is 
assumed to have nylon or polyurethane mounted 
on steel wheels and the floor is assumed to be 
concrete; µ = 0.06 (Al-Eisawi et al., 1999).  

Compared to Zone 1 (Fig. 1), the difference in 
the HEE for the different zones can be estimated by 
the added HEE due to the travel between the P/D 
station and the first item while the cart is empty plus 
the HEE due to the travel between the last item and 
the P/D station while the cart is full. On the other 
hand, the HEE required to travel between items and 
to pick items is independent of the zone.  

Equation 12 estimates the percentage of RA for 
pickers in the case that the rate of the HEE for the 
job exceeds the allowable HEE rate based on Price 
(1990). This study assumes that the allowable rate of 
the HEE is 4.3kcal/min for males and 2.6kcal/min 
for females (Price, 1990) and that the picker will 
spend their rest time standing. 

Rest 
Allowance:   

%𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤𝑟𝑟𝑟𝑟

  × 

100 % 
(12) 

Where: 
%RA: percentage of the required rest allowance 
HEEwork: rate of energy consumption in a certain 
job (kcal/min) 
HEEallowable: allowable rate of energy consumption 
(kcal/min) 
HEErelaxation: rate of energy expenditure during rest 
time (kcal/min) 

 

 

To estimate the HEE during the pushing of the 
shopping cart to move the picked items, the model 
assumes that the handle of the cart is 1.2 metres in 
height and that the worker’s arms make a 30o angle 
with the horizontal while pushing the cart. For the 
purpose of the study, the weight of the cart is assumed 
to be 35 kg (Dc Graves, 2023). The energy consumed 
to overcome the friction between the wheels of a cart 
and a floor can be computed as follows (Garg et al., 
1978):
Pushing (kcal):  

L: item’s weight (kg) 
S: gender (0 female, 1 male) 
V: walking speed of the worker (m/sec) 
X: horizontal movement (m) 
 

∆E = 2.4 x 10-4 × µ × G × LT × D (11) 

Where: 
µ: the coefficient of friction between the cart’s 
wheels and the floor 
LT: the total weight of the load (kg), including the 
weight of the cart 
D: distance (metres) 
G: gravitational acceleration (9.8 m/sec2) 
 

The value of µ depends on the type of surfaces 
in contact. For the purpose of this study, the cart is 
assumed to have nylon or polyurethane mounted 
on steel wheels and the floor is assumed to be 
concrete; µ = 0.06 (Al-Eisawi et al., 1999).  

Compared to Zone 1 (Fig. 1), the difference in 
the HEE for the different zones can be estimated by 
the added HEE due to the travel between the P/D 
station and the first item while the cart is empty plus 
the HEE due to the travel between the last item and 
the P/D station while the cart is full. On the other 
hand, the HEE required to travel between items and 
to pick items is independent of the zone.  

Equation 12 estimates the percentage of RA for 
pickers in the case that the rate of the HEE for the 
job exceeds the allowable HEE rate based on Price 
(1990). This study assumes that the allowable rate of 
the HEE is 4.3kcal/min for males and 2.6kcal/min 
for females (Price, 1990) and that the picker will 
spend their rest time standing. 

Rest 
Allowance:   

%𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤𝑤𝑤𝑟𝑟𝑟𝑟

  × 

100 % 
(12) 

Where: 
%RA: percentage of the required rest allowance 
HEEwork: rate of energy consumption in a certain 
job (kcal/min) 
HEEallowable: allowable rate of energy consumption 
(kcal/min) 
HEErelaxation: rate of energy expenditure during rest 
time (kcal/min) 

 

 

For high values of %RA, the inclusion of RA in 
the picking tour may significantly reduce the 
throughput of the picker because the total productive 
time of the picker will be reduced by an average of 
%RA. This is especially true for picking tours with 
high travel distances, pickers with high body weights, 
pickers walking at high speeds, and for combinations 

L: item’s weight (kg) 
S: gender (0 female, 1 male) 
V: walking speed of the worker (m/sec) 
X: horizontal movement (m) 
 

∆E = 2.4 x 10-4 × µ × G × LT × D (11) 

Where: 
µ: the coefficient of friction between the cart’s 
wheels and the floor 
LT: the total weight of the load (kg), including the 
weight of the cart 
D: distance (metres) 
G: gravitational acceleration (9.8 m/sec2) 
 

The value of µ depends on the type of surfaces 
in contact. For the purpose of this study, the cart is 
assumed to have nylon or polyurethane mounted 
on steel wheels and the floor is assumed to be 
concrete; µ = 0.06 (Al-Eisawi et al., 1999).  

Compared to Zone 1 (Fig. 1), the difference in 
the HEE for the different zones can be estimated by 
the added HEE due to the travel between the P/D 
station and the first item while the cart is empty plus 
the HEE due to the travel between the last item and 
the P/D station while the cart is full. On the other 
hand, the HEE required to travel between items and 
to pick items is independent of the zone.  

Equation 12 estimates the percentage of RA for 
pickers in the case that the rate of the HEE for the 
job exceeds the allowable HEE rate based on Price 
(1990). This study assumes that the allowable rate of 
the HEE is 4.3kcal/min for males and 2.6kcal/min 
for females (Price, 1990) and that the picker will 
spend their rest time standing. 

Rest 
Allowance:   

%𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
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  × 

100 % 
(12) 

Where: 
%RA: percentage of the required rest allowance 
HEEwork: rate of energy consumption in a certain 
job (kcal/min) 
HEEallowable: allowable rate of energy consumption 
(kcal/min) 
HEErelaxation: rate of energy expenditure during rest 
time (kcal/min) 
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Tab. 2. Input parameters

Parameter name Values / Range of values

Gender of a worker 1 for male, 0 for female

Worker’s body weight 45 to 105 kg for female

45 to 120 kg for male

Walking speed 0.3 to 1.4 m/sec

Weight of the item 0.5 to 10 kg

Number of items per order 1 to 10

of previous factors. Specific findings of this study are 
presented in the next section.

2.5. Methodology steps 

The next steps were followed by applying the 
methodology. First, items with their mass, location, 
and availabilities were stored in an Excel file. Second, 
datasets were randomly generated, containing the 
number of items per order and the locations of items 
based on stored data. Third, routings were generated 
as described in Section 3.3, and then, the time needed 
to complete the route was calculated as described in 
Table 1. Fourth, energy consumed by pickers was 
calculated as explained in Eq. 1–10. Fifth, this proce-
dure was repeated many times (replicates = 2000); 
different measures were reported and evaluated, such 
as travel distance, travel time, travel energy, picking 
time, and picking energy. 

3. Research results 

In this study, the Monte Carlo simulation was set 
to pick 2000 orders of the same number of items from 
different locations within Zone 1 (Fig. 1). Replicates 
of the simulation were executed to study the impacts 
of various warehouse, human, and trip factors on the 
rate of the HEE (kcal/min) and the throughput of the 
order picker (orders/shift). The work shift was 
assumed to be 480 minutes, excluding rest breaks. 
Allowable kcal/min were set at 2.6 and 4.3 for females 
and males, respectively. Input parameters are shown 
in Table 2. Note that body weights were selected to 
ensure that HEErelaxation was less than HEEallowa-
ble. The model was run for the two extremes to esti-
mate the range of kcal/min and throughput for the 
assumed order-picking system. Extreme one (male 
picker, 120 kg body weight, 1.4 m/s, 10 kg items, and 
10 items per tour) yielded an average HEE rate of 
about 7.48 kcal/min and a throughput of 141 orders 
per tour (1412 items). Extreme two (female picker, 45 
kg body weight, 0.3 m/s, 0.5 kg item, and 1 item per 
tour) yielded an average HEE rate of about 1.89 kcal/
min and a throughput of 187 orders per tour (187 
items). The results showed significant differences in 
kcal/min and throughput. Moreover, the difference 
between the allowable kcal/min and the work kcal/
min should be closely observed when assigning 
orders to workers.

Fig. 2 shows the impact of each studied factor on 
the HEE rate and the throughput of the picker with-
out RA. Fig. 2a shows the impact of the picker’s gen-
der (F/M) and the walking speed (m/s) on the HEE 
rate (kcal/min). No significant effect of gender could 
be observed, <0.75 % and the significant impact of 
walking speed was highly recognisable. Therefore, the 
picker could significantly decrease their HEE rate by 
assuming a slower pace. Accordingly, warehouse 
management should keep their workers safe and not 
encourage rapidity. Since no significant impact of 
gender was observed, the rest of the experiments 
were performed assuming a male picker. Fig. 2b 
illustrates the significant impact of the picker’s body 
weight on the HEE rate. It is obvious that body weight 
is not totally controllable; even if management 
insisted on hiring workers with lower body weights, 
they could not guarantee that weight would not build 
up over time. The picker is expected to drain their 
energy early in the shift when combined with faster 
walking speed. Therefore, management may encour-
age workers with higher body weights to assume  
a slower pace to avoid negative consequences. Figs. 2c 
and 2d show the impact of the number of items and 
the item weight on the kcal/min. Combining these 
impacts with those of other factors may add up and 
make the total kcal/min far above the allowable. In 
the traced scenario in Fig. 2c, e.g., the average kcal/
min for picking one item at a time is about 4.15, less 
than the allowable kcal/min, while it equals 4.53, 
greater than the allowable kcal/min, for picking ten 
items. Moreover, Fig. 2d shows that picking five items 
of 0.5 kg each consumes around 4.2 kcal/min com-
pared to about 4.7 kcal/min when the item weight is 
10 kg. Fig. 2e shows no significant change in the out-
put when the simulation is repeated. In summary, 
Fig. 2 shows that body weight and walking speed have 
the most significant impacts on the HEE rate. The 
rate is further increased by increasing the number of 
items picked per tour and by the increase in the item 
weight. 
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a) Effect of gender (M/F) and walking speed. Body weight: 75 kg, 
Item weight: 5 kg, Number of items: 5. 

b) Effect of body weight. Gender: Male, Walking speed: 1.0 m/s, 
Item weight: 5 kg, Number of items: 5. 

 
c) Effect of the number of items. Gender: Male, Body weight: 75 
kg, Walking speed: 1.0 m/s, Item weight: 5 kg. 

d) Effect of the item’s weight. Gender: Male, Body weight: 75 
kg, Walking speed: 1.0 m/s, Number of items: 5. 

 

 
e) Effect of experiment replications. Gender: Male, Body weight: 75 kg, Walking 
speed: 1.0 m/s, Item weight: 5 kg, Number of items: 5. 
 

Fig. 2. Effects of human and picking factors on the HEE (kcal/min) of order pickers with no rest allowance 
 

 
Fig. 3 shows the impact of the factors that con-

tribute to increasing the tour time, which in turn 
impacts the system’s throughput. Fig. 3a shows  
a slight decrease in the number of orders fulfilled per 
work shift. The slight drop, about four orders per 
weight group, in the number of orders is due to the 
increase in picking times: 25 % for every 10 lb above 
5 lb of item weight, contributing to a few added sec-
onds per pick. On the other hand, Fig. 3b shows  
a significant decrease in the number of orders fulfilled 

per work shift due to the added travel time. Although 
the number of orders decreases, the total number of 
items picked per tour increases as the order size 
increases. Therefore, management may consider the 
number of picked items instead of the number of 
orders fulfilled per work shift as a key performance 
indicator to balance work among pickers. Fig. 3c 
illustrates the significant impact of the walking speed 
of the picker on the number of orders fulfilled per 
work shift. Although faster pace means less travel 
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time and more output, it also means higher HEE 
rates, as seen in Fig. 2a. This calls for a balance 
between the two contradicting goals: to maximise 
throughput while keeping the HEE rate below the 
allowable. 

Mini breaks, Eq. 12, can be introduced to reduce 
the kcal/min for a worker. This study assumed that 
the worker spends the break standing. Fig. 4 shows 
the impacts of introducing the mini-break on the 
kcal/min and the throughput of the picker for the 
given scenarios. Figs. 4a and 4b illustrate the impact 
for a male picker and Figs. 4c and 4d illustrate the 
impacts for a female picker. The figures provide the 
optimal walking speed for the picker that maximises 
their throughput while preserving energy. It can be 
clearly seen that walking speed is significantly lower 
for female pickers since they have lower allowable 
kcal/min. It is worth reminding that the allowable 
kcal/min for individuals may vary with age and health 

  

a) Effect of the item’s weight. Gender: Male, Body weight: 75 kg, 
Walking speed: 1.0 m/s, Number of items: 5. 

b) Effect of the number of items. Gender: Male, Body weight: 75 kg, 
Walking speed: 1.0 m/s, Item weight: 5 kg. 

 

 

c) Effect of the walking speed. Gender: Male, Body weight: 75 kg, Item 
weight: 5 kg, Number of items: 5. 

Fig. 3. Effects of human and picking factors on the throughput (orders/shift) of the order picking system with no rest allowance 

  
conditions. Therefore, management has to encourage 
workers not to force themselves beyond their capa-
bilities to avoid injuries in the short and long term.

By layout symmetry (Fig. 1), the HEE rate and 
the throughput of the picker are similar for Zones 1 
and 3 and are similar for Zones 2 and 4. Given the 
same sequence of items used before, a male picker of 
75 kg body weight is walking at 1.0 m/s to pick five 
items each of 5 kg per the tour. The results obtained 
for picking from Zone 1 yielded an average travel 
distance of 85.23 metres, a HEE rate of about 4.43 
kcal/min, and a throughput of 196.86 orders/shift. To 
estimate the effect of the zone on the HEE rate and 
the throughput of the picker, the model was executed 
for picking the locations; only the y-coordinate of the 
items was adjusted so that all items would be located 
in Zone 2. The obtained results yielded an average 
travel distance of 145.23 metres, a HEE rate of about 
4.47kcal/min, and a throughput of 139.60 orders/
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shift. Although the travelled distance and the 
throughput were significantly different between the 
two zones, the kcal/min did not change significantly. 
This can be explained by the added time, a total of 
one minute, due to travel, which in turn prevented  
a significant increase in the average HEE rate.   

Conclusions 

In this work, the effects of five factors on the 
human energy expenditure (HEE) and, consequently, 
the throughput of the picker are investigated for male 
and female pickers by utilising the Monte Carlo simu-
lation. These factors are the worker’s gender, body 
weight, walking speed, item weight, and the number 
of items picked per tour. 

The results show that with no allowable rest, the 
HEE rate can be independent of the picker’s gender 
for selected scenarios of low-weight items. Moreover, 
increasing the speed of a picker will significantly 
increase the HEE for both male and female pickers. 

 

 

 

Gender: Male, Body weight: 75 kg, Allowable HEE: 4.3 kcal/min, Item weight: 5 kg, Number of items: 5. (left) with no rest, (right) with rest 

 

Gender: Female, Body weight: 75 kg, Allowable HEE: 2.6 kcal/min, Item weight: 5 kg, Number of items: 5. (left) with no rest, (right) with 
rest 

Fig. 4. Estimate of optimal average walking speed for a given combination of human and picking factors 

 Fixing all other factors, the HEE rate increased 
approx. from 2.9 to 5.3 kcal/min for the speed of 0.25 
to 1.4 m/s. The male picker’s body weight significantly 
affects the HEE, while the number of items and the 
weight of items have an insignificant effect on the 
male picker’s HEE. To test the robustness of the 
Monte Carlo simulation, the output of each run was 
recorded, and a consistency was obtained in the 
results. Similarly, for the throughput, it is found that 
increasing the item’s weight will slightly decrease the 
number of orders that are executed during the shift 
for male pickers. Additionally, for male pickers, 
increasing the number of items per order will signifi-
cantly decrease the number of orders per shift, and 
increasing the speed of pickers will significantly 
increase the number of orders per shift. To reduce the 
HEE and keep it below the allowable rate, mini-breaks 
are allowed, and pickers are assumed to spend them 
standing. As results show, a speed of around 1.0 m/s 
for a given scenario will keep the HEE below the 
allowable rate for male pickers. So, considering the 
speed greater than this value should be incorporated 
with rests, leading to less throughput. The allowable 
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HEE rate is notably less for female pickers than the 
males’ rate. Thus, rest allowances should be consid-
ered at low picking speeds to avoid injuries. Conse-
quently, the throughput of female pickers will be low 
compared with the throughput of male pickers for the 
given scenario. Female pickers might be assigned to 
pick up lighter items to avoid such low throughputs. 

Implications of this research were theoretical, 
which is the lack of equations that can be used in the 
calculation step. For example, it was found that all 
research depended on an equation published in 1978 
to calculate the cart pushing energy. The following 
limitations of this work can be indicated. First, the 
model is limited to the zone-picking type, which 
makes the results invalid for other types, such as dis-
crete and batch picking. Second, mass ranges are used 
to cover most of the common items, but rare items 
can be out of this considered range. Third, some fac-
tors were not considered in this research, although 
they can be significant, i.e., the picker’s age.

This work can be extended in the future by apply-
ing the same concept for different store layouts, con-
sidering picking items with different weights in the 
same tour and investigating other factors, such as the 
picker’s age.
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A B S T R A C T
The text covers the projection of the potential impact of the currently observed 
processes in the world economy on the international supply chains’ geography. The 
economic effects of the pandemic, the modern trade war and Russia’s aggression 
towards Ukraine are considered key factors in changing this geography. When 
examining the importance of these factors, the matrix of three components of global 
supply chains is adopted: production centres, transport corridors and consumption 
centres. The reasoning allowed for rejecting both the scenario of maintaining the 
so-called hyper-globalisation and forming a bilateral system of two isolated and hostile 
economic systems. The presented arguments lead to the expectation of a mixed 
solution in the form of the simultaneous existence of a system of high globalisation 
and concentrated regional systems. The primary objective of this study is to identify 
and assess emerging trends in the configuration of international supply chains. On this 
basis, it is also intended to identify the most likely scenario for the future formation of 
the geography of international supply chains. The research used the literature study 
methodology and deductive inference of the consequences of the identified processes 
taken as premises for reasoning. The above-presented arguments lead to the 
assumption that the so-called hyper-globalisation is probably unsustainable. Various 
economic, political, technological and social factors make it impossible to sustain, let 
alone further develop, the current logic of shaping the global economic system.  
A world economy system with a hybrid structure is expected to emerge. The model of 
full globalisation will coexist with the model of a multilateral structure with a regional 
character centred around the main consumption and production centres. The factors 
determining the evolution of economic globalisation have been systematised. Their 
potential impact is described, and a likely scenario for change is presented. The 
achieved results can contribute to the design of economic policy at the level of 
individual countries and their groupings. 

K E Y   W O R D S
international supply chains, supply chains geography, globalization

10.2478/emj-2023-0026

Piotr Banaszyk

Poznań University  
of Economics and Business, Poland

ORCID 0000-0002-9457-3613

Corresponding author:
piotr.banaszyk@ue.poznan.pl

Introduction

Globalisation was and is a constitutive feature of 
the world economic system. Although the globalisa-
tion concept has multidimensional characteristics 
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(Walas-Trębacz, 2007, p. 51–80), its economic aspect 
is particularly important. This is because globalisa-
tion has resulted in a process of interdependence 
between the economies of individual states through 
industrial cooperation, the provision of services 
across national borders, the liberalisation of national 
labour markets favouring population migration and 
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relatively free financial flows. These phenomena have 
developed a rationale for increasing the enterprises’ 
economic and financial efficiency, which is geared 
towards maximising the basic measures that assess 
their management efficiency (Banaszyk, 2022, 26–42). 
In these conditions, the management method known 
as outsourcing, meaning the relocation of production 
or service links from the point of view of potential 
economic and financial benefits, was of key impor-
tance (Rybinski, 2007). The end result of these efforts 
was the created global business system, i.e., geo-
graphically dispersed economic entities linked by 
logistical processes (Mańkowski, 2020, p. 31–45). 
Indeed, business dynamics require the movement 
and storage (transport of things, mobility of people 
and warehousing) of resources that constitute the so-
called factors of production and their outputs. Eco-
nomic globalisation based on the geographical 
dispersion of interdependent economic actors has 
thus become a determinant of the need for practice 
and knowledge about the efficiency (effectiveness and 
economisation) of logistics processes, which is some-
times referred to as the logistics of the world economy 
(Gołembska, 2022, p. 17–30). 

In particular, Nathalie Fabbe-Costes and Aurélien 
Rouquet have tried to prove that logistics is becoming 
one of the most important drivers of mainly economic 
and, of course, political and socio-cultural globalisa-
tion. The publication prepared by these luminaries of 
French logistics thought was published relatively 
recently, in 2019. Then, the world economy experi-
enced a pandemic crisis, and now (2022), a crisis is 
triggered by the aggression of the Russian Federation 
against Ukraine; in addition, a trade war was initiated 
mainly between the USA and China. The pandemic 
crisis highlighted the extent to which European 
economies depend on supplies from China, particu-
larly in such key industrial sectors as automobiles, 
textiles, electronics and even pharmaceuticals (Ful-
conis & Paché, 2021). The pandemic showed in a few 
weeks how fragile global supply chains are and clari-
fied that economic globalisation has rational limits. 
In turn, the war crisis demonstrated the dependence 
of the European economy on supplies from Belarus, 
Russia and Ukraine. The latter two countries supply 
26 % of world exports of wheat, 16 % of maize, 30 % 
of barley and about 80 % of sunflower oil and sun-
flower meal. Ukraine supplies the world with about 
half of the neonics used to etch microchips. Russia is 
the world’s third-largest oil producer, the second-
largest gas producer and a leading exporter of nickel 
used in car batteries and palladium used in car 

exhaust systems (The Economist, 2022). The trade 
war has intensified protectionist practices, particu-
larly raising tariffs on international trade1.

The question on the agenda is whether the 
mechanism for building material wealth in European 
societies should continue to be the result of the 
increasing value and volume of international trade, 
which correlates with the increasing people’s spatial 
mobility as a result of business travel and tourism. 
Pandemics and wars may be viewed as the exception 
rather than the rule. However, the global economy’s 
dependence on the reliability of the transport of 
goods along international supply chains is a constant 
factor that lifts economic risk probably now beyond 
acceptable levels. It did not take a pandemic or a war 
for the large container ship “Ever Given” to block 
shipping in the Suez Canal for one week in spring 
2021. According to Lloyd Insurance estimates, each 
day of the Suez Canal blockade resulted in a loss of 
USD 6–10 billion. It is not out of the question that the 
likelihood of such blockades will increase, as the 
“Ever Given” is a 20 000 TEU-equivalent container 
ship, and the shipyards of the Asian triangle (China, 
South Korea and Japan) are planning to build 30 000 
TEU container ships (Berkovich, 2021).

Leaving aside sensitive goods, e.g., products of 
the pharmaceutical industry, a smaller or longer delay 
in the acquisition and consumption of the final prod-
uct by the final customers is not of major importance. 
However, economic globalisation in its contemporary 
form is more complex, as about half of all interna-
tionally traded goods are intermediate, i.e., necessary 
to sustain the continuity of production in the down-
stream links of international supply chains. Henri 
Regnault argued that the peculiarity of the globalisa-
tion process depends on the horizontal or vertical 
strategy pushed by leading multinational corpora-
tions. The former involves locating dependent (pro-
prietary or technological) plants as close as possible 
to promising markets. The vertical strategy is related 
to the location of dependent plants in search of cost 
reductions in supply, energy or labour (international 
outsourcing) (Regnault, 2021, p. 10–11). Conse-
quently, it is possible to evoke three potential scenarios 
for the future of economic globalisation (Regnault, 
2021, p. 11–12):

Scenario 1: Maintenance of a large globalisation 
evolving in line with changes in the comparative 
advantages of different countries.

1 E.g., average import tariffs from China to the US increased 
from 3 % to 21 % and from the US to China from 8 % to 21 % 
(Ambroziak, 2020).
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Scenario 2: Marginal adaptation through limited 
regionalisation and variable geometry in the logic of 
sovereignty (immediate availability of medical goods, 
control of sensitive technologies such as 5G or artifi-
cial intelligence).

Scenario 3: Permanent fragmentation into rigid 
regional zones based on increased trade barriers 
(tariffs and different taxes, uniform standards of dif-
ferent zones but differentiation of zones). This would 
be the end of trade multilateralism in favour of bilat-
eralism between regions and between countries, 
negotiated on a case-by-case basis.

The future is, of course, unknown, and its fore-
casting first requires establishing the current state.

The primary objective of this study is to identify 
and assess emerging trends in the configuration of 
international supply chains. On this basis, it is also 
intended to identify the most likely scenario for the 
future formation of the geography of international 
supply chains.

The key research questions focus on the reasons 
prompting the reconfiguration of international sup-
ply chains, the importance of economic, political and 
cultural conditions during this change, and the likely 
future of economic globalisation.

The research used the literature study methodol-
ogy and deductive inference of the consequences of 
the identified processes taken as premises for reason-
ing. 

1. Current state of logistics  
in international supply  
chains — literature review

Based on a report compiled by the United Nations 
UNCTAT (Global Trade…, 2022), international trade 
has seen steady growth in 2021. This is true for the 
exchange of goods and services. The value of world 
trade reached a record high in 2021 at USD 28.5 tril-
lion, an increase of 25 % from the previous year. 
Admittedly, this was due to a slightly understated 
base due to the pandemic crisis, but in relation to 
2019, the increase was 13 %. It is also noteworthy that 
international merchandise trade reached nearly USD 
5.8 trillion in Q4 2021, a historical record. These fig-
ures seem to prove that the economic globalisation 
dynamics have remained high, which naturally results 
in the need for logistics services within international 
supply chains. According to UNCTAD, factors 
behind these dynamics are primarily rising commod-

ity prices, a post-pandemic rebound in manufactur-
ing and deferred demand transforming the financial 
resources accumulated as a result of the support 
channelled to businesses and households by many 
governments into an effective demand stream (Global 
Trade…, 2022). In the years to come, the impact of 
these factors will no longer be significant, i.e., sustain-
ing robust international trade growth in the future is 
problematic. In the European Union, similar trends 
have emerged. Imports of goods increased by 27 % in 
Q4 2021 compared to a similar period in 2019, while 
exports increased by 10 % in that period (Global 
Trade…, 2022).

UNCTAD’s calculated measures of export effi-
ciency (a composite indicator with a receptive field 
including growth rate, relationship to competitors 
and the level of competitiveness) and export volatility 
(fluctuations over the last six months) show for the 
European Union an efficiency of 0.51 at a stable level 
with little volatility — a measure of 0.01 (Global 
Trade…, 2022). 

In the case of the Polish economy, the most 
important international trade partners for imports 
were Germany (a share in total imports of 21.9 % in 
2020 and 2019) and China (12.3 % in 2019 and 14.4 % 
in 2020), and for exports, Germany (27.7 % in 2019 
and 29.0 % in 2020) and the Czech Republic (6.1 % in 
2019 and 5.9 % in 2020) (Statistical Yearbook…, 
2021). Overall, Polish imports reached USD 265.8 
trillion in 2019 and USD 260.6 trillion at current 
prices and exports USD 267.1 trillion in 2019 and 
USD 272.7 trillion in 2020. 

According to the European Commission, changes 
in international trade in goods from the European 
Union’s point of view have become apparent over the 
last decade. For imports, the highest dynamics of 
these changes concerned the growing share of China 
and India (China has the largest share, followed by 
the USA), and for exports, the shares of China and 
South Korea were growing (however, the USA is the 
EU’s largest partner, China taking the second place) 
(European Commission, 2022). 

According to the CSO, the structure of gross 
value added of manufacturing in 2020 was as follows: 
North America produced 17 % of this value, Europe 
19.2 %, Asia and the Pacific 41.9 % (including China 
31.3 %). These figures demonstrate that international 
trade in goods must primarily use transport corridors 
in the Europe, Asia and North America triangle.

A very useful tool for diagnosing the state of 
international supply chains is the concept reported by 
Jean-Paul Rodrigue (Rodrigue, 2012, p. 15–23). 
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Characterising these chains requires a combination 
of three geographical locations: the concentration of 
production, the concentration of consumption and 
the distribution of transport corridors between them. 

Irina Rodionova’s (Rodionova, 2021) research 
examined production volumes in six geographical 
regions: North America, Central and South America, 
Europe, Asia, Africa and Oceania. They covered the 
period from 2005 to 2019. The share by volume in the 
world industrial production of the leading countries 
is presented in Table 1.

Tab. 3. Regions’ share of global consumption in USD bn

Country 2020

North America 941.79

Central and South America 216.4

Europe 280.67

Africa 35.56

Asia 389.73

Oceania 207.27
Source: (The Global Economy, 2023).

Tab. 1. Countries’ share of global production in % by volume

Country 2005 2019

China 13.69 29.67

USA 22.80 15.99

Japan 9.47 7.01

Germany 6.60 5.42

South Korea 2.64 3.05
Source: (European Commission, 2022).

Table 2 presents the data in a similar arrangement 
for different world regions.
Tab. 2. Regions’ share of global production in % by volume

Country 2003 2016

North America 30.3 22.5

Central and South America 3.4 4.0

Europe 32.4 22.5

Africa 1.0 1.1

Asia 31.7 49.0

Oceania 1.2 0.9
Source: (European Commission, 2022).

The figures show that Asia is of key importance 
in the geography of global industrial production, with 
China, Japan and South Korea leading the way. This 
region is the origin of the most important interna-
tional supply chains.

Taking the opposite perspective, focused on the 
level of consumer expenditure2 realised in each 
region, it is possible to infer the most important des-
tinations of goods moved along international supply 
chains. This is illustrated in Table 3.

 The figures in Table 3 show that North America 
is the main destination for goods, followed by Asia 
and Europe.

The spatial gap between producers and consum-
ers requires the creation of international transport 
corridors and, within them, the provision of logistics 
services. Transport services are of key importance. 
These, in turn, require efficient transport terminals, 
i.e., seaports, road and rail hubs and airports from 
which various transport modes can depart and enter. 
These terminals are recognised as nodes that signifi-
cantly determine the efficiency of the movement of 
goods. 

According to Kavin O’Connor (O’Connor, 2010, 
p. 354–362), only 44 regions of global logistics impor-
tance are responsible for handling nearly half of land 
freight and about two-thirds of sea freight. Key 
logistics hubs with an intermediary function in global 
freight transport are New York and Tokyo, as well as 
Hong Kong–Shenzhen, Singapore and Amsterdam–
Rotterdam. Other locations with strong logistics 
functions are, in particular, Los Angeles–Long Beach, 
Tokyo–Yokohama, Shanghai–Ningbo and Dubai–
Gulf. On the one hand, this results in high congestion 
in these regions and, on the other hand, in the desire 
of owners and managers of logistics companies to 
compete for land that allows the expansion of logistics 
infrastructure. Arguably, the development potential 
of these locations is close to being fully exploited. 

The issue of logistical risk is also an important 
research perspective. Following Andrzej Szymonik, it 
refers to “conditions in which the logistician knows 
the probable size of the probability of obtaining busi-
ness by a purposefully organised and interconnected 
set of such elements (subsystems) as, e.g., procure-
ment, production, distribution together with the 
relations between them and their properties, condi-
tioning the flow of material and information streams” 
(Szymonik, 2014, p. 128). These conditions and, 
therefore, the assessment of the efficiency of interna-

2 Household final consumption expenditure (formerly private 
consumption) is the market value of all goods and services, 
including durable goods (such as cars, washing machines and 
household computers), purchased by households. It does not 
include the purchase of housing but includes imputed rent for 
owner-occupied housing. It also includes payments and fees to 
governments for permits and licenses. Here, household con-
sumption expenditure includes expenditure by non-profit 
institutions serving households, even if reported separately by 
the country. It also includes any statistical discrepancy in the 
use of resources relative to the supply of resources.
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tional supply chains are currently undergoing change. 
Crucial in this regard is the trade war between the US 
and China (resulting, e.g., in obstacles to maritime 
transport through the Straits of Malacca (Paszak, 
2021)), the pro-environmental socio-economic poli-
cies of the European Union and, more recently, the 
Russian war aggression against Ukraine, as well as the 
ongoing COVID epidemic. “At the same time, it is 
predicted that the likely outcome of these factors 
could be a division of the world economy into two 
blocs — one oriented around China, the other around 
the United States, with the European Union mainly 
but not entirely in the latter camp. Attempts to isolate 
each of these blocs and then reduce the influence of 
the other are possible. The economic consequences 
for the world and for the geography of international 
supply chains could be enormous” (Banaszyk & 
Gorynia, 2022, p. 154).

The geography of global supply chains is thus 
approaching a tipping point, the crossing of which 
marks a major modification. As indicated, this is not 
due to a single, isolated factor but the simultaneous 
impact of many, including political, ecological, sani-
tary and economic reasons, arising due to the current 
Industry 4.0 revolution, which means the use of con-
temporary information and communication technol-
ogy, the Internet of Things, cloud computing, 
augmented reality, industrial robots, etc., in a coher-
ent cyber-physical system that significantly improves 
customer service and reduces operating costs. Indus-
try 4.0 makes it possible to use these innovations to 
build a completely transformed value chain and 
redefine the product life cycle within a self-organised 
manufacturing system (Kumar, Bawge & Kumar, 
2021, p. 67).  

Leaving aside political and formal-legal factors, 
the economic globalisation determining the need for 
international supply chains can be explained from an 
economic point of view. This is being addressed by 
the developers of economic activity location theory 
(Piętak, 2014, p. 5–28). Bearing in mind the wide-
spread assessment that no universal and universally 
accepted theory has been developed to date, the fol-
lowing can be concluded from the efforts to date. 
Initially, many theorists were inclined to the view that 
the most important factors of industrial location are 
the characteristics of the sales market, factor markets 
and transport costs — the optimal location of an 
enterprise allows the highest profit to be achieved. 
Next was the recognition of the importance of indus-
trial districts, also called clusters, due to their ability 
to reduce costs, i.e., increase profits (Banaszyk, 2022, 

p. 57–60). Slowly, there was also a realisation of the 
impact of the increasing size of these clusters in creat-
ing negative economic externalities, raising private 
and public costs. Over time, the benefits of expanding 
international trade complemented this one-sided 
approach of seeking ways to maximise profits. The 
importance of comparative advantages and the avail-
ability of economic resources was first pointed out, 
and later, the impact of economies of scale was added. 
The latter factor makes it most possible to reduce 
costs, i.e., increase profits. A further evolution of 
location theory resulted from synthesising the 
achievements of location theory and regional devel-
opment theory. This emphasised the combined influ-
ence of endogenous economic resources, the size of 
effective demand, trade costs (including transport) 
and economies of scale, the pursuit of which usually 
leads to the emergence of imperfect competition. The 
above concepts can be classified as part of the so-
called mainstream in economic science. Alongside it, 
a heterodox current is also developing, including 
behavioural economics (Polowczyk, 2004, p. 3–7). It 
emphasises the socio-psychic aspects of economic 
decision-making, i.e., sentiments, worldview and 
political beliefs and the imperfections of human rea-
soning as being just as important as objective eco-
nomic factors, allowing for strictly logical decisions 
optimising economic criteria. 

2. Rationale for changing  
the geography of 
international supply chains — 
the research assumptions

The reconfiguration of international supply 
chains is likely to be driven by the impact of several 
causal factors. The first is a welcome change in the 
decision criteria for managing these chains. In line 
with the dominant guidelines of the neo-liberal 
school of thought in economic sciences since the 
1980s, the main criterion was to maximise profit in 
the long term. From an operational point of view, it 
was recommended to maximise shareholder value 
added (EVA), i.e., the difference between the profita-
bility of net assets and the cost of capital employed in 
the business (Banaszyk, 2022, p. 28–29). This 
approach is now being increasingly criticised. The 
drive towards resilient supply chains is coming to the 
fore. Resilience can be defined as the fundamental 
competence to respond efficiently to significant 



30

Volume 15 • Issue 4 • 2023
Engineering Management in Production and Services

changes that disrupt the achievement of established 
plans without falling into long periods of crisis. Resil-
ience should include three main components: pro-
ductivity, security and agility. Productivity refers to 
the relationship between the volume of production 
sold and the amount of resources consumed to pro-
duce that production. On the other hand, safety refers 
to sanitary protection and stable working conditions. 
Finally, agility is the flexibility to adapt to changing 
demand requirements. Agility and safety are con-
strained by productivity, ensuring at least a break-
even point in supply chain management outcomes. 
There is, therefore, no way to be positive about  
a business activity that results in losses (Banaszyk, 
2022, p. 34–36). Consequently, this means abandon-
ing the ruthless pursuit of profit.

Another causal factor is politics. Its impact can 
be explained from the perspective of behavioral eco-
nomics achievements to some extent. After all, poli-
tics is an activity subordinated to professed axiological 
values. The trade war between the USA and China 
and the hot war between Ukraine and Russia, as well 
as many other unrests in the world, are the result of 
the political aspirations of various states, their group-
ings or accidental alliances. The above-mentioned 
export specialisations of Belarus, Russia and Ukraine 
are a source of supply shock in the markets for the 
products indicated, forcing the search for alternative 
suppliers and substitute products. Even if it is possible 
to unlock the export opportunities of these countries, 
the residualisation criterion will require the creation 
of redundant producers and supply chains. Accord-
ing to an April 2022 White House report on supply 
chains, China currently refines 60 % of the world’s 
lithium and 80 % of its cobalt, two key minerals criti-
cal to producing high-capacity batteries (Hayashi, 
2022). Undoubtedly, resilience will also force Western 
countries (North America and Western and Central 
Europe) to minimise their dependence on China. 
Investments in creating new production facilities in 
closer and politically friendly countries can be 
expected. Profit-maximising outsourcing is likely to 
be replaced by residency-enhancing nearsourcing 
and friendsourcing. Nearsourcing is “the manufac-
ture or acquisition of products and services from 
foreign suppliers located in geographical areas close 
to the buyers’ facilities while being able to offer low 
prices” (Cagliano, De Marco & Rafele, 2013, p. 490). 
Its economic benefits mainly arise from shorter trans-
port corridors, impacting costs. In addition, delivery 
times are also shorter, increasing flexibility, i.e., react-
ing more efficiently to fluctuations in demand. The 

idea of friendsourcing was popularised by Janet 
Yellen,  the US Secretary of the Treasury, who 
described it as “deepening relationships and diversi-
fying US supply chains with more trusted partners” 
(GEP, 2022). A survey of US business executives 
showed that bottlenecks in transportation and logis-
tics top the list (46 %) of key drivers of supply chain 
disruption, followed by labour costs (45 %) and raw 
material costs (43 %) (GEP, 2022). Guided by the 
principle of friendsourcing, global supply chains can 
be rebuilt to reduce their dependence on countries 
with autocratic governments and non-market econo-
mies, namely China and Russia. It is a compromise 
between full globalisation and isolationism and 
between offshoring and domestic production 
(Hayashi, 2022).

Some foreign direct investment has been made 
because of the desire to avoid legally enforced, costly 
environmental and climate protection installations. 
Of course, certain environmental rules exist in every 
country receiving these investments, but they are not 
equally strict everywhere. Besides, even if, out of 
concern for their business reputation, investors are 
willing to take care of the environment voluntarily, 
the intensification of economic activities tends to 
worsen its condition. This is according to the so-
called Kuznets curve, according to which a country’s 
economic level must exceed a certain threshold 
beyond which the state of the environment begins to 
improve (although recent studies suggest that after a 
period of improvement, further economic develop-
ment worsens the state again) (Genstwa, 2020, p. 
39-50). However, currently recommended nearsourc-
ing and friendsourcing take place in a changed legal 
and cultural environment. It is worth citing the 
European Green Deal (European Commission, 2020) 
or the Glasgow COP26 Climate Package (Consilium, 
2022). For ecological and other reasons, it can, there-
fore, be expected that the pursuit of profit maximisa-
tion will recede into the background in favour of 
sustainability and corporate social responsibility 
(before profit (Tepper, 2020)).

Health security is the next factor prompting the 
reorganisation of international supply chains. How-
ever, it is not a question of guaranteeing a continuous 
and reliable supply of pharmaceuticals, medical 
infrastructure or components for the final production 
of the former two. Indeed, the experience of the 
COVID pandemic demonstrated the threat of micro-
bial proliferation, which also has a serious impact on 
economic life. According to expert studies, the crisis 
caused by the pandemic in some way affected 93 % of 
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employees worldwide. According to the International 
Labour Organisation, this meant a loss of 8.8 % of 
working time, or 255 million jobs (Global economic, 
2021). A decline in GDP per capita affected 90 % of 
countries worldwide (Yeyati & Filippini, 2021). The 
perturbations of the real economy were reflected in 
the financial markets. Governments in many coun-
tries launched unprecedented bailouts of businesses 
and households. The result of these policies was 
budget deficits, which were particularly large in the 
economies of developed countries (Yeyati & Filippini, 
2021). 

Unsurprisingly, inflation has emerged globally 
and in Poland, and states usually adopted monetary 
policy targets (beyond 1.5–2.5 %). It is not excluded 
that the above phenomena signal the danger of an 
emerging or already beginning stagflation because of 
coexisting elevated inflation and a supply shock 
manifested in a change in the consumption structure. 
It is worth remembering the behaviour of many gov-
ernment representatives who abandoned the previ-
ously dominant policy of austerity and favoured QE 
(quantitative easing). Thus, there is no income 
rationale for the demand weakening. The causes of 
supply shocks, on the other hand, relate to the so-
called breaking of international supply chains. The 
pandemic exposed the weaknesses of concentrating 
production facilities in the poor South and Far East 
and countries with not particularly demanding 
labour law or nature conservation from a cost view-
point (Banaszyk & Gorynia, 2022).

3. Prospect of relocating 
international supply chains — 
the research results

Given the phenomena presented above, the 
macro-risk assessment of the use of international 
supply chains is undoubtedly changing. The popular 
systematisation of supply chain risks into micro, i.e., 
with sources inside companies, and macro, i.e., with 
sources external to companies and of a natural or 
human-induced nature, is adopted here. Natural risks 
arise from natural events (e.g., earthquakes, volcanic 
eruptions, etc.). Human-induced risks are caused by 
human actions (e.g., terrorism, war, legal or political 
obstacles) (Johnson & Haug, 2021, p. 704). Managers 
of companies involved in international supply chains 
are, of course, not directly influenced by macro-risks 
but are obliged to implement responses to counteract 

these growing risks, which can take place over  
a longer or shorter time horizon.

Short-term countering of macro-risks probably 
has no effect on changing the geography of interna-
tional supply chains. It consists primarily of “waiting 
out” problems. The basic practice is to increase stocks, 
which can apply to materials, raw materials and fin-
ished goods. Attention is drawn, e.g., to the “excep-
tional inventory cycle” implemented by companies in 
Poland. The turn of 2021 and 2022 was a time of 
stockpiling inventory for fear of supply discontinuity 
and the prospect of rising prices (Morawski, 2022).

Long-term macro-risks can already significantly 
modify the geography of international supply chains. 
If one applies the systematisation of supply chain 
components outlined above, i.e., production centres, 
transport corridors (with point and line infrastruc-
ture), and consumption centres, new insights into 
potential changes are revealed. An additional factor 
influencing such modifications is arguably the nature 
of the supply chain. One proposal for classifying sup-
ply chains is to divide them according to the volume 
of goods moved, their variety and the uncertainty of 
demand for them (Chopra & Sodhi, 2014, p. 75). 

With regard to production centres producing 
mass and undifferentiated goods with predictable 
demand, changes in production locations are proba-
bly not to be expected. Consequently, traditional 
transport corridors will move goods to existing con-
sumption centres. A change in principals in inventory 
management may mitigate various obstacles to the 
continuity and reliability of transport. This involves  
a more rational approach to the concept of just-in-
time (JIT) delivery3.

However, if these goods are diversified assort-
ments and produced on a small scale, regardless of 
the ability to forecast demand, priorities are likely to 
change. A key determinant of this change is the tech-
nical and technological advances most generally 
referred to as Industry 4.0. They will require invest-
ment in production capacity and the necessary logis-
tics infrastructure. It is worth noting that the 
business’s financial performance will be affected by 
two contradictory pressures. On the one hand, invest-
ments require capital, which will undoubtedly 
increase the cost of production activities4. On the 

3 The rationalisation of JIT is supposed to mean abandoning 
just-in-time delivery within global supply chains while apply-
ing it even more within regional supply chains (Pisch, 2020).

4 If the threat of stagflation is real, overcoming supply shocks 
should take place through capacity-enhancing investments. It 
would, therefore, be logical for these to be supported by the 
state’s economic authorities.
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other hand, however, Industry 4.0 technology will 
reduce these costs through computerisation, roboti-
sation and automation. The transport costs raised by 
the dynamics of fuel and insurance prices will also 
have an impact. The severity of these costs decreases 
when the length of transport routes is significantly 
reduced. On balance, especially for production where 
it will not be possible to discount economies of scale, 
relocating production centres closer to consumption 
centres may prove financially attractive. One may 
think that the paradigm of economic science is also 
evolving in this direction. Indeed, Dani Rodrik pre-
dicts that the hitherto core values of economic theory 
and practice of seeking to enhance globalisation, 
promote consumerism and take advantage of the 
opportunities of financial markets are beginning to 
be displaced by an appreciation of work and produc-
tion in regional areas. Rodrik calls this new paradigm 
productivism, the essence of which is the spread of 
productive economic opportunities across all regions 
and all segments of the labour force (Rodrik, 2022).

Conclusions

The arguments presented above lead to the 
assumption that the so-called hyper-globalisation is 
probably unsustainable. Various economic, political, 
technological and social factors make it impossible to 
sustain, let alone further develop, the current logic of 
shaping the global economic system. This probably 
does not mean a complete abandonment of the so-
called sunk costs of infrastructure and institutionali-
sation of the global business model pursued to date. 
However, the economic and financial calculations are 
evolving. There are many commodities for which 
mass demand will persist, and their production, using 
the economies of scale, including in transport, will 
provide the opportunity to utilise the existing trans-
port potential and, to some extent, the production 
potential built up under the hyper-globalisation 
model. At most, production centres will shift from 
China to other Far Eastern countries (India, Vietnam, 
Indonesia, Malaysia, etc.) over time. 

However, many commodities will be subject to  
a reduction in the production volume, if only due to  
a reduction in the consumption scale (abandoning 
over-consumptionism), and new technologies for 
their production will allow profitable production in 
the countries of the rich North. In addition to the 
economic rationale, a change may be important in 

economic policy in these countries towards the rec-
ommendations of the so-called supply-side econom-
ics, i.e., the creation of valuable jobs without the need 
to expand social assistance for the poorer population 
segments.

As a result, a world economy system with  
a hybrid structure is expected to emerge. The model 
of full globalisation will coexist with the model of  
a multilateral structure with a regional character 
centred around the main consumption and produc-
tion centres. 
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Towards integration of business 
process management and knowledge 
management. IT systems’ perspective

A B S T R A C T
The processes of globalisation, the ongoing threat of the COVID-19 epidemic, the 
continuing war in Ukraine, and constantly emerging new technological solutions 
require organisations to adapt to changes constantly. Meanwhile, implemented 
business process management (BPM) often fails to integrate processes and knowledge 
resources. The awareness of the IT systems’ role in management processes is still 
lacking. These premises influenced the implementation of the main research goal to 
identify the approach of Polish private and public enterprises and various industries to 
the BPM integration with knowledge management (MK) in the context of using new 
information technologies. The presented research results justify the usefulness of 
building relationships between the process and knowledge resources under 
dynamically changing conditions using IT systems. The diagnostic survey results 
confirmed the key importance of developing such BPM and MK elements as evidence-
based decisions, strategic goals, measurement systems, databases, digital innovations, 
and IT use for data processing. The presented material can support managers of 
various organisation types in decision-making processes by fully understanding the IT 
systems’ role and potential in process and knowledge management. Also, the article’s 
implications are a source of guidelines, helping organisations to implement 
management systems based on modern technologies. The value of the publication is  
a wide range of respondents: 107 large, medium, small, and micro-enterprises 
operating in Poland. The article’s research results also concern economic activities 
such as production, logistics, transport, banking, insurance, IT, telecommunications/
media, public administration, healthcare/pharmaceuticals, consulting, energy, and 
construction. 
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debate in academia and business (Langley, 2007; 
Christiansson & van Looy, 2017; Helbin & Van Looy, 
2021). Meanwhile, according to many authors, this 
concept has recently focused primarily on the control 
and optimisation of processes rather than occurring 
and potential disruptions (Zakrzewska-Bielawska  
& Staniec, 2020; OMG, 2008; Lombarts et al., 2009; 
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Badakhshan et al., 2019; BPM, 2020; BPM, 2021b). 
Until 2020, relatively little attention was paid by 
researchers and practitioners to the IT systems’ 
importance for the integration of process and knowl-
edge management, including the integration with 
business stakeholders (the environment), which is 
key in building relational capital (Gupta, Iyer & 
Aronson, 2000; Pant et al., 2011; Sanchez et al., 2011; 
Hove, von Rosing & Storms, 2015; Brajer-Marczak, 
2016; Pereira, Barbosa & Duarte, 2020; Sobolewska & 
Bitkowska, 2020; Szelagowski & Lupeikiene, 2020; 
Grisold et al., 2021; Gzik, 2020). A dynamic change in 
this context occurred with the outbreak of the 
COVID-19 pandemic, which re-evaluated many of 
the strategies and systems used so far. For two years, a 
significant increase has been observed in the interest 
in IT systems that could effectively support manage-
ment processes and communication with customers 
(Adam, Hofbauer & Stehling, 2021; Mahdi & Nassar, 
2021; Keser Aschenberger et al., 2022; Toralles et al., 
2021). The technological area in management is 
increasingly seen as a source of potential competitive 
advantage in virtually every sector and industry 
(AlShathry, 2016; Muntean, 2018; Muntu et al., 2021; 
El Ghalbzouri & El Bouhdidi, 2022; Mohamad, Jay-
akrishnan & Yusof, 2022, Polančič, Orban, 2023; 
Zakrzewska-Bielawska & Staniec, 2020). The geopo-
litical and socio-economic situation was greatly 
complicated by the war in Ukraine, which had been 
going on for several months and became another 
strong impulse for enterprises to verify the used and 
implemented strategies and solutions, including 
those relating to new information technologies. Many 
companies were forced to quickly redesign their cur-
rent practices, including those related to activities 
within broken supply chains (Anderson, Müllern,  
Danilovic,  2023; Mbah & Wasum, 2022). 

A literature review shows that large companies 
are less able to respond to disruptions (including 
digital) and adapt their BPM practices or knowledge 
management to disruptive technologies due to iner-
tia, lack of incentives, or lack of faith in the effective-
ness of new technologies (Hill & Rothaermel, 2003). 
The exception is enterprises with robotic process 
automation, which, as part of process and knowledge 
management, use the latest digital technologies more 
exploratorily (Dumas et al., 2013, 2018; Gross et al., 
2020; Mendling, Pentland & Recker, 2020; Grisold et 
al., 2021). These premises encourage the scientific 
community to advocate for the need to extend the 
scope of BPM from process and operation control to 
greater emphasis on exploration and radical innova-

tion, including the implementation of information 
technologies (Benner & Tushman, 2002; Bitkowska, 
2018; BPM, 2021b; BPM, 2021a; Helbin & Van Looy, 
2021; Zuhaira & Ahmad, 2021; Sitnikov et al., 2022). 

Based on these premises, while considering the 
contemporary, difficult-to-predict social and eco-
nomic challenges, the main research goal was to 
identify the approach of Polish private and public 
enterprises and various industries to the BPM inte-
gration with knowledge management (MK) in the 
context of the new IT use. The empirical research 
conducted in 2020 concerned such economic activi-
ties as production, logistics, banking, insurance, IT, 
telecommunications, public administration, health 
care, consulting, energy, and construction. The diag-
nostic survey confirmed the key importance of such 
elements as decisions, strategic goals, measurement 
systems, databases, digital innovations, and the use of 
information technology for data processing for the 
development of process and knowledge management. 

1. Theoretical background 

1.1.  Determinants of business process 
management

According to Harmon, the BPM aims to improve 
managers’ thinking and management of their organi-
sations. Its manifestations, in particular Six Sigma, 
business process reengineering or business process 
management, are the basic impulse to change the 
mindset of managers and employee attitudes towards 
the organisation’s continuous development (Harmon, 
2010; Harmon, 2020).

The research described in the literature presents 
numerous factors that determine the implementation 
and functioning effectiveness of business process 
management in organisations. The most frequently 
mentioned elements are: 
• aware process owners — having the appropriate 

knowledge resources, 
• involvement of top management, 
• appropriate communication, 
• linking process goals with personal goals, 
• high level of innovation in the organisation, 
• follow-up of reported corrective and improve-

ment actions, 
• friendly and accessible process documentation, 
• the process complexity, 
• linking process goals with strategic goals, 
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• tool support. 
Among the many methods and systems support-

ing the development of organisations that implement 
the concepts of process-managed organisations, the 
most frequently mentioned are TQM, ERP, CRM, 
SCM, BPR, BPI, ABC, BSC, TBM, JiT, LO, PERT, 
CPM, the concept of Kaizen continuous improve-
ment, card systems Kanban, Benchmarking, E-busi-
ness and many more (Kaplan & Norton, 2001; 
Bitkowska, 2017a; Detyna & Detyna, 2017; Badakh-
shan et al., 2019; Battisti et al., 2020; Sobolewska  
& Bitkowska, 2020; Espírito Santo et al., 2022; Gómez, 
Salazar & Vargas, 2022).  

All these methods and tools require using appro-
priately collected and processed knowledge resources 
— data and indicators, based on which decisions are 
made. Meanwhile, knowledge resources must be reli-
able and up-to-date to fulfil their role in the organisa-
tion’s improvement processes. 

Recognising that knowledge is the most impor-
tant strategic resource of an organisation implies the 
contemporary development of systems supporting 
the creation and application of knowledge (Moreno, 
Cavazotte & Lapa, 2015; Bitkowska, 2020; Criado-
García, Calvo-Mora & Martelo-Landroguez, 2020). 
Meanwhile, the identification, acquisition, presenta-
tion, and documentation of knowledge are not inde-
pendent tasks but internal elements of the processes 
implemented. Therefore, the starting point for man-
aging knowledge resources in an organisation is 
understanding and accurately defining them. Previ-
ous research shows that creating knowledge manage-
ment process models in organisations has a positive 
effect on generating innovation, stimulating the crea-
tivity of employees, and supporting internal commu-
nication (Anna, 2014; Bitkowska, 2017b, 2020; 
Kulesza & Rakowska, 2018; Sobolewska & Bitkowska, 
2020).   

1.2.  Integration determinants for 
business process and knowledge  
management 

The primary objectives of process management 
include, inter alia, standardisation and integration of 
the organisation’s activities, which should potentially 
facilitate the prediction of ongoing processes, e.g., 
production, service provision, environmental 
changeability, etc. (Team, 2010; Bitkowska, 2017a; 
Sobolewska & Bitkowska, 2020; Bracci, Gobbo  
& Papi, 2022; Harymawan et al., 2022; Ispas & Miro-
neasa, 2022; Lopes et al., 2022; Silvestre, Fonseca  

& Morioka, 2022). Meanwhile, integration within 
process management and knowledge management 
should be manifested, e.g., in the pursuit of: 
• improving access to services or products, 
• appropriate quality of services/products in line 

with customer expectations, 
• efficient use of resources, 
• improving the flow efficiency of material streams, 
• elimination of unnecessary or ineffective pro-

cesses, 
• shortening the duration of selected processes, 
• improving the efficiency and effectiveness of IT 

systems, 
• high flexibility of processes according to the 

needs of customers and other stakeholder groups, 
• cost rationalisation (Detyna, 2016; Pereira, Bar-

bosa & Duarte, 2020; Harymawan et al., 2022). 
However, the growing complexity of processes 

carried out in companies limits the possibilities of 
their control by individual employees. One way of 
solving emerging problems may be to use various 
forms of teamwork, which gives a greater possibility: 
• to deal with a wider range of problems beyond 

the scope of individual employees, 
• to use various experiences, skills, predispositions, 

and knowledge, 
• to solve problems characterised by complexity 

and a wider range of impact, usually  concern-
ing many organisational structures at the same 
time, 

• to positively impact the motivation and satisfac-
tion of employees, 

• to easier implement recommendations resulting 
from the team’s work compared to the implemen-
tation of individual ideas (Detyna, Detyna  
& Dudek-Kajewska, 2016; Bilas & Adeeb, 2017; 
Detyna, 2018; Chromjakova, Trentesaux  
& Kwarteng, 2021; Kir & Erdogan, 2021; Marín-
González & Pérez-González, 2021; Tubis  
& Werbińska-Wojciechowska, 2021). 
In light of scientific research, teamwork features 

are a key element in improving processes (including 
management) and creating the basis for constructing 
methods supporting the increase in employee engage-
ment. However, their adequate motivation, ensuring 
the suitable group work, requires the management’s 
involvement. The manager’s role is primarily to create 
conditions for team problem-solving, creating a sense 
of acceptance and responsibility for decisions made 
(Govender & Parumasur, 2010; Bilas & Adeeb, 2017; 
Riyanto, Endri & Herlisha, 2021). Business specialists 
believe that process management effectiveness 
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depends on management support (Baumgartner, 
2011; Muntean, 2018; Schwartz et al., 2020; Adam, 
Hofbauer & Stehling, 2021). The main problems 
include competition from other process groups 
(teams) within the organisation, conflicts and quar-
rels over process solutions, and the lack of focus on 
process management. It also indicates the need for an 
integrated approach, in which the IT department 
works closely not only with business analysts, Six 
Sigma or Lean groups but also with individual pro-
cess groups (Harmon, 2020). The main obstacles to 
the implementation and functioning of BPM and KM 
practices include the use of several techniques to 
analyse business processes. In the “BPTrends State of 
Business Process Management — 2020 Report”, the 
most frequently indicated challenges related to the 
exploration of enterprise processes were financial 
aspects, including budgeting (46 %), the lack of 
know-how (55 %) and the lack of management sup-
port (45 %). These findings revealed gaps to be filled 
for organisations to strengthen the efficiency of pro-
cesses with the possibility of exploring them and 
implementing innovative solutions (Harmon, 2021). 

In this context, it should be clearly emphasised 
that for process and knowledge management to be 
effective and perceptible by customers and employ-
ees, managers need to concentrate on the processes. It 
is necessary to integrate equipment, including IT 
tools, activities, knowledge, employees, cooperating 
companies, etc.  

1.3.  IT systems for the integration  
of business process management and 
knowledge management   

In the context of the article’s subject, interesting 
data has been published based on the BPM Pulse 
study, actively involving over 450 organisations in 
April–May 2021 (BPM, 2021a). The conclusions of 
the report are as follows: 
• According to the organisations surveyed, BPM 

applications are very effective in automating 
routine tasks, i.e., budgeting, planning, and fore-
casting, consolidation, and reporting. Businesses 
need measurement, analysis, and visibility in  
a wide range of management tasks, and many 
non-finance users are ready to deploy BPM 
applications in their workplaces (BPM, 2017); 

• Vendors of business process management soft-
ware increasingly recognise the importance of 
Artificial Intelligence (AI) capabilities in their 
products. Most software vendors currently have  

some AI-based features or are in the process of 
developing them. At the same time, only a few 
respondents perceive artificial intelligence as  
a strategic, crucial element in the management 
system. Financial services companies seem most 
interested (BPM, 2018). 
Researchers and business practitioners are 

inspired by the comparisons and summaries of survey 
results published in cyclical BPTrends reports. The 
BPTrends 2021 report summarises the results for 
2006, 2010, 2012, 2014, 2016, 2018, and 2020. This 
review demonstrates how BPM practitioners have 
changed the perception of business process manage-
ment and knowledge issues as an organisation’s 
resource over the last 16 years (Harmon, 2020). One 
hundred twenty-nine respondents actively partici-
pated in the survey, with the largest group of compa-
nies from Europe (36 %), followed by North America 
(29 %), Central and South America (15 %), Africa 
and the Middle East (12 %), and Eastern South Asia 
(5 %). Organisations from China, Japan, Korea, Aus-
tralia and New Zealand accounted for 4 %. Respond-
ents mentioned tools, including IT software used by 
the organisation to manage knowledge resources and 
model processes. There are two types of BPM solu-
tions: those used to build diagrams (e.g., Visio) and 
those used to define processes, i.e., store models in  
a database. According to Harmon, the use of process 
modelling tools has not changed practically over the 
last two years. In 2017, 58 % of respondents used 
BPM software for process modelling. In 2019, the 
percentage was higher (70 %). This increase is 
assessed as rather small, considering that IT solutions 
for BPM have been on the market for over 20 years, 
and in recent years, there has been a significant evolu-
tion with the addition of countless new technologies 
and modules. The study group saw increased use of 
formal BPM tools for process modelling, e.g., Aura-
Portal, Bizagi, IBM Blueworks Live, Signavio, Pega 
BPM, and Software AG ARIS. Meanwhile, a large 
number of users still rely on tools that simply perform 
the function of defining process diagrams (i.e., 
Microsoft Visio, Lucidchart, and even Microsoft 
PowerPoint), which do not support business process 
management in its broader scope, considering addi-
tional functionalities (in the field of design and 
modelling processes, implementation and execution). 
Currently, organisations still have difficulties under-
standing, evaluating, and choosing the right software 
for their business. The market offers intelligent appli-
cations for business process management (iBPMS), 
business software for process automation (BPA — 
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Business Process Automation), and a tool for the 
automation of robotic processes (Robotic Process 
Automation — RPA). This choice makes it increas-
ingly difficult for organisations to adopt the best 
solution (Harmon, 2020).  

2. Materials and methods 

The data source published in this article is a sur-
vey conducted in 2020 among 107 organisations 
operating in Poland. They were territorial enterprises: 
international (48 %), national (39 %), regional (6 %) 
and local (6 %), Fig. 1. The dominant group of 
respondents was private companies with mixed Pol-
ish and foreign capital (36 %), then, private compa-
nies with Polish capital only (31 %), State Treasury 
companies (18 %), and private companies with for-
eign capital only (11 %), Fig. 2. The research sample is 
represented by large (55 %), medium-sized enter-
prises (22 %), small (19 %), and micro-enterprises 
employing up to nine employees (4 %), Fig. 3. The 
organisations surveyed included enterprises operat-
ing in various industries: production (18 %), logistics 
(11 %), banking (11 %), IT (8 %), telecommunica-
tions/media (7 %), public administration (7 %), 
insurance (6 %), healthcare/pharmaceuticals (6 %), 
transport (5 %), consultancy (4 %), energy (1 %), 
construction (1 %) and others (15 % in total). The 
structure of the industries represented by the sur-
veyed organisations is presented in Fig. 4. 

In statistical research, it is often necessary to 
establish the relationship between two features, X and 
Y, both of which (or at least one) are qualitative. In 
such a situation, multi-way tables (contingency 
tables) are built with a specified number of rows and 
columns, including numbers of individual variants of 
features. The chi-square test of independence was 
used to assess the dependence of the variables studied 
in this publication. The study of interdependence is 
justified only when there are stochastic or at least 
correlational relationships between the variables. The 
study of stochastic independence based on the equal-
ity of conditional means and conditional variances is 
possible only in the case of measurable features. 
However, in statistical research, the necessity is also 
encountered to assess the stochastic independence of 
immeasurable features. In such cases, the chi-square 
test of independence enables the verification of the 
variable independence (Rubin & Levin, 2013). 

The nonparametric null hypothesis states that the 
n-element random sample comes from a general 
population with stochastic independence of the ran-
dom variables X and Y. The wording of both hypoth-
eses is as follows: 

H0: X and Y features are independent, 
H1: the features of X and Y are interdependent. 
The chi-square statistic is used to verify H0 with 

stochastic independence of variables (Sobczyk, 2022). 
The value of this statistic depends on three factors: 
• the strength of the relationship between the 

investigated features: the greater the differences 
between the empirical and theoretical numbers, 
the greater the value of the chi-square statistic, 
and thus, the greater the strength of the relation-
ship, 

• the sample size, which, according to the test 
requirements, should be large, 

• the level of detail of data grouping; it is required 
that the empirical counts in each field of the 
independence table be at least eight and at least 
not below five. 
The literature assumes that if the analysis of the 

multi-way table shows a relationship between the two 
considered features (verified by, e.g., the chi-square 
test of independence), then its strength should be 
determined. The literature on the subject provides 
many measures of the relationship strength between 
two features expressed on nominal scales (Rubin  
& Levin, 2013; Sobczyk, 2022). One of these is Pear-
son’s contingency coefficient C, used in this publica-
tion. It can be used with multi-way tables of any size 
(the minimum number of fields is four) and any form 
(rectangular or square). Theoretically, Pearson’s con-
tingency coefficient can take values from 0 (features 
are independent) to 1 (when the number of fields in 
the table increases to infinity). Determining the 
maximum values of the Cmax contingency coefficient 
for square and rectangular tables has been described 
in detail in the statistical literature (Sobczyk, 2022). 
Considering this value, the adjusted value of the 
contingency coefficient is often determined as a rela-
tive measure based on the relationship: 

max

*= CC
C

                    (1) 

In addition, for the purpose of this article, one of 
the modern statistical modelling methods — Partial 
Least Squares (PLS) — was used. Modelling in eco-
nomics or management and quality sciences, or, more 
broadly, social sciences, refers to the creation, disclo-
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Fig. 1. Territorial scope of the activity conducted by the surveyed organisations  
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sure, and verification of relationship structures 
between the investigated elements. A given model 
illustrates the relational relationships, usually cause-
and-effect relationships of the impact nature, occur-
ring between the concepts or factors that are the 
research subject. Auch a relationship assumes that 
existing influencing factors (explanatory, independ-
ent, causal variables) impact the behaviour of some 
effect factors (dependent and effect variables). It is 
also possible for these factors to influence each other. 
In social sciences, these factors are often abstract and 
relate to concepts that are directly immeasurable 
(e.g., customer value, satisfaction, loyalty, experience, 
attractiveness, etc.). 

The model simplifies the image of these relations: 
in essence, it assumes the omission of some reality’s 
fragment, usually elements with a smaller scale  
of influence, less significant or unknowable. The 
model is a reflection of the theory, hypotheses or 
assumptions adopted by the researcher and is  
subject to empirical verification; therefore, it requires 
appropriate research and results analysis using  
appropriate methods (Biesok & Wyród-Wróbel, 
2016). 

The PLS-DA method was described for the first 
time in the late 1980s as a method aiming to find and 
visualise the maximum covariance between the input 
data and the predefined information related to 
belonging to a given class. This is the same as in the 
case of PCA. This is done by a linear transformation 
of the input data to a new orthogonal coordinate sys-
tem, the so-called latent components (LC). The first 
LC reflects the maximum variability between classes 

 

Fig. 4. Industries represented by the surveyed organisations 

 

Fig. 5. Results of the selection of variables in the PLS analysis concerning the quality improvement  

of process implementation in the surveyed organisations 
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(Sjöström, Wold & Söderström, 1986; Ståhle & Wold, 
1987). 

The quality of the PLS-DA model is determined 
by three parameters: 
• the sum of squares of the data X, explained by the 

hidden components extracted,
• the sum of squares of data Y, explained by the 

hidden components extracted, 
• the predictive ability of the model, defined by the 

sum of squares of the prediction error for all the 
extracted components.  
As in the case of PCA, the number of identifiable 

hidden components depends on the order of the X 
matrix (bold – designation of a vector, matrix); how-
ever, this time, the selection of an appropriate number 
is crucial for ensuring the correct functioning of the 
model. The significance of the input variables in case 
factor loadings and weight plots is usually assessed 
visually: the further a given variable is from the centre 
of the action, the more significant it is. Such an assess-
ment largely depends on the operator’s experience 
and knowledge of the nature of the analysed data. In 
addition, the PLS-DA model allows the significance 
of input variables (variable importance — VIP) to be 
determined based on the absolute value of weights for 
a given variable, multiplied by the R2Y value for a 
given hidden component, which allows for the visual 
method’s verification. It is assumed that the value of 
VIP> 1 allows for the recognition of a given variable 
as significant in the projection of the Y matrix. All the 
methods of statistical analysis presented above were 
performed using the TIBCO Statistica v. 13.3 statisti-
cal package.  
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3. Results 

The methods used for the analyses — the chi-
square test and Pearson’s contingency coefficient C 
— also allowed linking the business process manage-
ment activities in companies with their storage and 
use of knowledge resources. The statistical connec-
tion of business process management with the storage 
and use of knowledge resources in analysed organisa-
tions is presented in Table 1. The maximum value of 
the contingency coefficient for the investigated vari-
ables, in this case, is Cmax (2x2) = 0.707. Considering 
this value, it can be stated that in most cases, the 

Tab. 1. Statistical connection of process management with the storage and use of knowledge resources in the surveyed organisations  

(Cmax (2x2) = 0.707)

Process activities Knowledge resources

Significant dependencies,  
chi-square test, p<0.05

p-value contingency
coefficient C*

Identification of pro-
cesses in the company 

Process models and their successive versions 0.00126 0.412 

Results from process audits 0.00213 0.400 

KPI performance indicators assigned to appropriate processes 0.02017 0.304 

Procedures and instructions assigned to processes 0.00028 0.464 

Risk registers of process 0.00013 0.472 

Modelling of processes 
in the company 

Process models and their successive versions 0.00000 0.605 

Database of good trial practices 0.02331 0.303 

KPI performance indicators assigned to appropriate processes 0.00008 0.499 

Procedures and instructions assigned to processes 0.00778 0.351 

Optimisation of pro-
cesses in the company KPI performance indicators assigned to appropriate processes 0.00791 0.335 

Simulation of processes 
in the company  

Process models and their successive versions 0.03738 0.279 

Results from process audits 0.00992 0.337 

Database of good trial practices 0.03928 0.276 

KPI performance indicators assigned to appropriate processes 0.00064 0.443 

Procedures and instructions assigned to processes 0.00218 0.396 

Other documents from the processes 0.00004 0.520 

Risk registers of process 0.00000 0.625 

Improving processes in 
the company 

Database of good trial practices 0.01096 0.330 

Other documents from the processes 0.00426 0.373 

Risk registers of process 0.00021 0.454 

Controlling processes 
in the company 

Process models and their successive versions 0.02662 0.293 

KPI performance indicators assigned to appropriate processes 0.00041 0.443 

Risk registers of process 0.02021 0.304 

Risk assessment in 
processes 

Other documents from the processes 0.00643 0.362 

Risk registers of process 0.00001 0.549 

strength of connections is moderate, and in some 
cases, it is relatively high (C*> 0.5). 

The greatest strength of connections was noted 
between the process simulation areas in the surveyed 
organisations and the process risks registered by 
them (C* = 0.625) and the use of so-called other 
process documents (C* = 0.520). A relatively high 
degree of association was also noted between process 
modelling and the storage of knowledge resources in 
the form of process models and their subsequent ver-
sions (C* = 0.605). A comparatively high rate was 
obtained by examining the strength of the relation-
ship between the risk assessment in processes and the 
recording of these risks (C* = 0.549). 
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Fig. 4. Industries represented by the surveyed organisations 

 

Fig. 5. Results of the selection of variables in the PLS analysis concerning the quality improvement  

of process implementation in the surveyed organisations 
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One of the key tasks in modelling PLS relation-
ships is the selection of variables (predictors). A dedi-
cated module was used in the Statistica v. 13.3 
program, i.e., Selection of Variables from the area of 
Data Mining Analyses. Of all the variables resulting 
from the respondents’ answers, the selected were sta-
tistically related to the so-called effect factors, differ-
ently explained, or caused (significance level p <0.05 
for the chi-square test). The lower the p-value, the 
smaller the error of the first type made when rejecting 
the null hypothesis (H0) about the independence of 
the variables (the hypothesis was rejected more 
strongly). The analysis considers three effect factors: 
• quality of process implementation, 
• optimisation of key performance indicators 

(KPIs), costs and process time, 

• customer satisfaction. 
A specific ranking of the so-called influencing 

factors (explanatory, causal) that are statistically sig-
nificantly related to the quality of process implemen-
tation is presented in Table 2 and Fig. 5. The most 
strongly related variables in this context are the use of 
IT systems for process modelling, the use of IT sys-
tems for process optimisation, and the use of IT sys-
tems for process identification.

Table 5 and Fig. 6 present the factor selection 
results for influencing the optimisation of KPIs, costs 
and process time. The most closely related variables 
in this context are KPI performance indicators 
assigned to the respective processes, the use of KPIs 
and the implementation of IT tools supporting busi-
ness process management.

Tab. 2. Results of the selection of variables in the PLS analysis concerning the quality improvement of process implementation in the 
surveyed organisations 

Variable
Best predictors for categorical dependent var:  

Increasing the quality of process implementation

Chi-square p-value

Use of IT systems for process modelling 47.81 0.000003

Use of IT systems for process optimisation 36.86 0.000236

Use of IT systems to identify processes 33.56 0.000792

Use of IT systems for process improvement 28.47 0.004722

Implementation of risk management in processes 12.25 0.006580

Process models and their successive versions 11.43 0.009615

Implementation of IT tools supporting process management 8.25 0.041205

Employee training in process management/process improvement 7.95 0.047006
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Fig. 6. Results of the variable selection in the PLS analysis regarding the optimisation of KPI,  
costs and time of processes in the analysed organisations  

 

 

Fig. 7. Results of the variable selection in the PLS analysis regarding the increase in customer  
satisfaction in the surveyed organisations 
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Variable 
Best predictors for categorical dependent var:  
Optimisation of KPIs, costs and processes time

Chi-square  p-value  

KPI performance indicators assigned to appropriate processes 21.32 0.000274 

Use of KPIs 16.01 0.003005 

Implementation of IT tools supporting process management 14.63 0.005530 

Use of IT systems for process optimisation 31.55 0.011446 

Use of IT systems for process modelling 30.66 0.014868 

Use of IT systems for process improvement 29.93 0.018380 

Process risk assessment 11.50 0.021474 

Use of IT systems to identify processes 28.65 0.026416 

Measurement and reporting 9.95 0.041249 

Employee training in process management/process improvement 9.82 0.043531 

Tab. 3. Results of the variable selection in the PLS analysis regarding the optimisation of KPI, costs and time of processes in the 

analysed organisations

Tab. 4. Results of the variable selection in the PLS analysis regarding the increase in customer satisfaction in the surveyed organisations

Variable 
Best predictors for categorical dependent var: 

Increase in customer satisfaction 

Chi-square p-value 

Use of IT systems for process monitoring 37.28 0.000201 

Implementation of IT tools supporting process management 13.43 0.003796 

Use of IT systems for process modelling 28.80 0.004213 

Use of IT systems to identify processes 27.25 0.007116 

Simulation of processes in the company 11.33 0.010058 

Use of Cloud Computing 10.22 0.016788 

Implementation of risk management in processes 9.33 0.025209 

Procedures and instructions assigned to processes 9.20 0.026712 

Employee training in process management/process improvement 8.69 0.033744 
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Tab. 5. Results of the PLS analysis for the dependent variable: improvement of the quality of the implemented processes

Variable 
Variable importance 

Number of components is 2 

VIP Importance

Use of IT systems for process modelling {To a very large extent, for all processes} 2.191 t1 1 

Use of IT systems to identify processes {To a very large extent, for all processes} 1.392 t1 2 

Use of IT systems for process optimisation {To a very large extent, for all processes} 1.352 t1 3 

Use of IT systems for process improvement {To a very large extent, for all processes} 1.317 t1 4 

Process models and their successive versions {Yes} 1.257 t1, t2 6 

Process models and their successive versions {No} 1.257 t1, t2 6 

Use of IT systems to identify processes {To a small extent for single processes} 1.242 t2 7 

Implementation of risk management in processes {Yes} 1.217 t2 9 

Implementation of risk management in processes {No} 1.217 t2 9 

Use of IT systems for process modelling {To a small extent for single processes} 1.213 t1 10 

Use of IT systems for process improvement {To a small extent for single processes} 1.019 t2 11 

Tab. 6. Results of the PLS analysis for the dependent variable: optimisation of KPI, costs and process time

Variable 
Variable importance 

Number of components is 2 

VIP Importance  

Use of IT systems for process optimisation {To a very large extent, for all processes} 1.512 t2 1 

KPI performance indicators assigned to appropriate processes {Yes} 1.452 t1 3 

KPI performance indicators assigned to appropriate processes {No} 1.452 t1 3 

Use of IT systems to identify processes {To a very large extent, for all processes} 1.409 t2 4 

Use of KPIs {Yes} 1.328 t1 6 

Use of KPIs {No} 1.328 t1 6 

Use of IT systems for process modelling {To a very large extent, for all processes} 1.302 t2 7 

Use of IT systems for process improvement {To a very large extent, for all processes} 1.190 t2 8 

Process risk assessment {Yes} 1.138 t1, t3 10 

Process risk assessment {No} 1.138 t1, t3 10 

Implementation of IT tools supporting process management {Yes} 1.103 t1 12 

Implementation of IT tools supporting process management {No} 1.103 t1 12 

Measurement and reporting {Yes} 1.042 t1, t3 14 

Measurement and reporting {No} 1.042 t1, t3 14 

Use of IT systems for process improvement {To a large extent} 1.006 t2 15 

The variable selection results for the PLS analysis 
regarding the third effect factor — increasing cus-
tomer satisfaction in the organisations surveyed — 
are shown in Table 6 and Fig. 7. The best predictors 
for this factor include the use of IT systems for process 
monitoring, the implementation of IT tools support-
ing business process management, the use of IT sys-
tems for modelling processes, and using them to 
identify processes.

The results of the PLS analysis concerning indi-
vidual effect factors are presented in Tables 2–7 and 
Figs. 8–10. Tables 2–7 present only those variables for 

which the VIP coefficient (i.e., the importance of the 
variable) has values greater than 1. The higher the 
VIP value, the greater the importance of a given vari-
able. Table 7 presents a list of variables according to 
their strength of influence on the quality of processes 
implemented in companies.

A cause-and-effect model was built in the com-
puter package Statistica v. 13.3. (PCA Analysis mod-
ule, PLS) only for previously selected variables 
(predictors), which, based on the chi-square inde-
pendence test, showed a statistical relationship with 
the dependent variable under investigation (improve-
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Fig. 6. Results of the variable selection in the PLS analysis regarding the optimisation of KPI,  
costs and time of processes in the analysed organisations  

 

 

Fig. 7. Results of the variable selection in the PLS analysis regarding the increase in customer  
satisfaction in the surveyed organisations 
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Tab. 7. Results of the PLS analysis for the dependent variable: increased customer satisfaction 

Variable 
Variable importance 

Number of components is 2 

VIP Importance 

Use of IT systems for process monitoring {To a very large extent, for all processes} 1.372 t1 1 

Use of IT systems to identify processes {In a medium range, the main processes} 1.337 t2 2 

Use of IT systems for process modelling {To a small extent for single processes} 1.277 t3 3 

Implementation of IT tools supporting process management {Yes} 1.169 t1 5 

Implementation of IT tools supporting process management {No} 1.169 t1 5 

Use of IT systems to identify processes {To a very large extent, for all processes} 1.100 t2 6 

Simulation of processes in the company {Yes} 1.073 t1 8 

Simulation of processes in the company {No} 1.073 t1 8 

Procedures and instructions assigned to processes {Yes} 1.058 t2 10 

Procedures and instructions assigned to processes {No} 1.058 t2 10 

Cloud Computing Usage {Yes} 1.038 t2, t3 12 

Cloud Computing Usage {No} 1.038 t2, t3 12 

Implementation of risk management in processes {Yes} 1.021 t2 14 

Implementation of risk management in processes {No} 1.021 t2 14 

ment of the quality of implementation processes). In 
this case, during the PLS analysis on the basis of the 
input variables, two principal components (t1, t2) 
were determined, which are related to the weight of 
the investigated explanatory variables (responses 
from the questionnaires in the left column of Table 5). 
The main first component (t1) plays a more impor-
tant role as it is related to the use of IT systems in 
business process management. Such factors as the use 
of IT systems for process modelling, identification, 

optimisation, and improvement have the most sub-
stantial influence on process quality improvement.

An attractive graphical presentation of the stud-
ied factor dependence and the variable improving the 
quality of process implementation is a biplot (here, 
specifically a bagplot or in other words bag graph), 
which shows how the responses regarding the process 
quality correlate with answers to the questions con-
cerning the selected variables (Fig. 8). It is visible that 
the improvement of the quality of process implemen-
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tation (Definitely Yes) proceeds along the first princi-
pal component (t1, horizontal axis), which is related 
to the responses most strongly associated with this 
variable (Table 5), i.e., with very strong use of IT sys-
tems for modelling, identification, optimisation, and 
process improvement. This group of respondents is 
represented the strongest in the chart (Fig. 8) (blue 
bag). The answer of the respondents, “Hard to say”, is 
visible in the green “bag”, i.e., slightly to the right 
along the t1 component and slightly in the positive 

direction for the t2 part (the group of respondents is 
relatively small). This applies to companies that use 
IT systems to a lesser extent to identify processes 
(including individual), their modelling, and improve-
ment. These companies can store knowledge resources 
about process models and their subsequent versions, 
and initiatives are planned for the implementation of 
risk management in processes (t2 component). Single 
points indicate the answer “Rather No”, and the 
absence of the answer “Definitely No” is noticeable. 

 

Fig. 8. Standardised biplot (t1 vs. t2): increasing the quality of process implementation 

 

 

Fig. 9. Standardised biplot (t1 vs. t2): optimisation of KPIs, costs and processes time 

 

Fig. 8. Standardised biplot (t1 vs. t2): increasing the quality of process implementation 

 

 

Fig. 9. Standardised biplot (t1 vs. t2): optimisation of KPIs, costs and processes time 
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The results of the PLS analysis for the dependent 
variable KPI, cost and process time optimisation are 
presented in Table 6 and Fig. 9. The variables that 
have the strongest impact on the improvement of 
KPIs are use of IT systems to optimise processes, 
assigned KPIs to relevant processes and use of IT 
systems for process identification (very much for all 
processes). The bag graph (Fig. 9) does not show  
a clear correlation of observations with the main 
components. A large number of responses are con-
centrated in the central part of the graph, which may 
indicate a variation in the value of the predictors in 
relation to KPI optimisation, costs, and process exe-
cution time. Many predictors have a higher weight 
assigned to the principal component t2, even the 
most important value, “Use of IT systems for process 
optimisation {To a very large extent, for all pro-
cesses}”. However, two predictors directly related to 
KPI optimisation, namely, KPI performance indica-
tors assigned to appropriate processes and use of 
KPIs, are assigned to the main component t1, which 
explains a much larger part of the dependent variable’s 
variance. In addition, the chart shows that the largest 
part is taken up by “Rather Yes” responses and a rela-
tively extensive set of “Hard to say” responses. This 
indicates that the respondents are less determined 
with regard to the optimisation of KPIs, costs and 
process time in relation to the previously described 
dependent variable. 

PLS results for the dependent variable increasing 
the level of customer satisfaction are presented in 

Table 7 and Fig. 10. The causal variables that have the 
strongest impact on customer satisfaction are the use 
of IT systems for process monitoring, identification, 
modelling, and implementation of IT tools support-
ing business process management. A large proportion 
of respondents using IT tools indicate an increase in 
the level of customer satisfaction (Fig. 10, blue and 
red areas). It is not without significance, however, that 
there is quite a large group of undecided respondents 
who answered “Hard to say” (green area in Fig. 10), 
mainly those who use IT tools to a small or medium 
extent for individual processes. Single respondents 
(responding “Rather No”) do not observe an increase 
in the level of customer satisfaction (although not 
definitely, because there were no such answers) using 
knowledge management methods and IT tools for 
business process management indicated here.  

4. Discussion, implications and 
concluding remarks 

4.1.  Theory contributions  

Comparing the research results with literature 
reports on the subject confirmed the significant con-
nections between the use of IT systems, the level of 
business process management development and 
knowledge management, and the quality of processes 

 

Fig. 10. Standardised biplot (t1 vs. t2): increasing the level of customer satisfaction 
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implemented in companies, their effectiveness, and 
the level of customer satisfaction. 

The research found that the knowledge resources 
stored by respondents most often include the results 
of process audits, databases of good process practices, 
KPI performance indicators assigned to appropriate 
processes, procedures and instructions assigned to 
processes, and other documents from processes or 
process risk registers. Statistically, the strongest links 
between the storage and use of knowledge resources 
by companies and a given industry concern the IT 
and banking sectors. 

The greatest strength of connections between 
business process management practices and the 
methods of storing and using knowledge resources 
was noted between simulating processes in organisa-
tions and the process risks registered by them. A rela-
tively high degree of association was noted between 
process modelling and storing knowledge resources 
in the form of process models and their subsequent 
versions. A comparatively high rate was obtained by 
examining the strength of the relationship between 
risk assessment in processes and recording these 
risks. 

The research methodology allowed the authors to 
identify influencing (causal) factors statistically sig-
nificantly related to the quality of processes, their 
effectiveness, and the level of customer satisfaction, 
which is the essence of the study. Thus, process imple-
mentation quality is most strongly influenced by such 
variables as the use of IT systems for modelling, 
optimisation, and identification of processes. In turn, 
the optimisation of KPIs, costs and process time is 
most influenced by variables in the form of KPI per-
formance indicators assigned to appropriate pro-
cesses, the use of these indicators, and the 
implementation of IT tools supporting business pro-
cess management. 

The strongest predictors influencing the increase 
of customer satisfaction in the surveyed organisations 
include the use of IT systems to identify, model, and 
monitor processes and the implementation of IT 
tools supporting business process management. 

4.2.  Implications for practice   

The value of the presented research results has 
cognitive and utilitarian aspects. The presented mate-
rial can support the decision-making processes of 
managers of various organisation types in fully 
understanding the IT systems’ role and potential in 
process management. The implications shown in the 

article are also a source of guidelines that help 
organisations implement management systems based 
on modern technologies. The practical value of the 
publication is a wide range of respondents, i.e., 107 
large, medium, small and micro-enterprises operat-
ing in Poland. In the literature on the subject, the 
dominant industries described in the context of using 
IT systems in BPM or knowledge management are 
finance, insurance, banking, trade, and logistics. The 
research results concern banking, insurance and 
logistics, production, IT, telecommunications/media, 
public administration, health care/pharmaceuticals, 
transport, consulting, energy, and construction. 

The research results confirmed that IT systems 
and knowledge management processes are strongly 
integrated into enterprise management processes. 
Noticed by the management, these implications may 
result in appropriate and correct decisions regarding 
proper planning, organisation, monitoring, and 
improvement of management processes at every stage 
of the company’s operations. It will be beneficial for 
companies to raise employee awareness of the IT 
systems’ role and their personal commitment to the 
effectiveness and efficiency of the knowledge man-
agement system or BPM functioning in the organisa-
tion. 

 Proper identification of key knowledge manage-
ment processes and the relationships between them, 
as well as the appropriate use of evidence-based 
information, experience, and competences of 
employees, are the conditions for the effective build-
ing (strengthening) of intellectual capital. This capital 
is unique for each organisation and is often not fully 
used as a source of competitive advantage. This publi-
cation may improve the awareness of the manage-
ment staff and process owners responsible for specific 
tasks (projects).  

4.3. Limitations and future research 
directions  

The limitations of the presented research results 
refer to the adopted methodology, which was based 
on a diagnostic survey conducted using the proprie-
tary questionnaire form. Despite its considerable 
diversity and relatively large number, the group of 
respondents is not a representative sample as it does 
not reflect the structure of enterprises operating in 
Poland. Manufacturing companies represented the 
largest group of respondents (18 %). Despite being 
broadly represented in the context of industries, not 
all sectors were represented. 
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Bearing in mind the specificity of each enterprise, 
it would be advisable to plan future research dedi-
cated to specific sectors (industries), including the 
division into the private and public sectors. Contem-
porary geopolitical, socio-economic, and technologi-
cal challenges do not only concern the private sphere. 
The rapidly changing expectations of customers also 
apply to public services that are often overlooked in 
research work (education, science, culture, local gov-
ernments, etc.). Research dedicated to individual 
groups of organisations could significantly contribute 
to their development, including the acceleration of 
improvement activities with the use of new informa-
tion technologies. 

The literature review and the obtained empirical 
research results regarding the role of IT systems in 
integrating business process management and knowl-
edge management indicate numerous directions of 
possible further research in this field. In this context, 
further research is particularly recommended by the 
authors: 
• improvement of BPM systems and knowledge 

management, 
• improvement of IT methods and tools used in 

process management and knowledge manage-
ment, 

• concepts, methods, and IT tools for the integra-
tion of knowledge management and BPM, 

• models of integrated management systems in 
enterprises of various sectors and industries, 

• research on the specificity of BPM and knowl-
edge management in the public sector, 

• new concepts and solutions in the field of sharing 
dedicated databases, as well as software for vari-
ous types of organisations, 

• tools for monitoring the effectiveness, efficiency 
and capacity of systems and processes in enter-
prises and within the created networks of enter-
prises, 

• tools for monitoring management processes, 
main and auxiliary organisations, 

• the role of IT systems in the development of 
process maturity of enterprises, 

• creating new models of knowledge management 
maturity, 

• research in the field of creating models of process 
maturity dedicated to cooperating organisations 
(networks, consortia, etc.), 

• research on the effectiveness of IT systems used 
in companies, 

• research on organisational structures, their flexi-
bility and ability to achieve the set goals, includ-

ing in the BMP context, knowledge management 
and the introduction of innovative management 
and organisational solutions, 

• analyses and proposals regarding the usability of 
IT tools in the field of cooperation between 
enterprises and their clients, 

• proposals for streamlining and increasing the 
efficiency of systems monitoring organisational 
and management processes. 
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Artificial intelligence  
in the smart city — a literature review

A B S T R A C T
The influence of artificial intelligence (AI) in smart cities has resulted in enhanced 
efficiency, accessibility, and improved quality of life. However, this integration has 
brought forth new challenges, particularly concerning data security and privacy due to 
the widespread use of Internet of Things (IoT) technologies. The article aims to provide 
a classification of scientific research relating to artificial intelligence in smart city issues 
and to identify emerging directions of future research. A systematic literature review 
based on bibliometric analysis of Scopus and Web of Science databases was conducted 
for the study. Research query included TITLE-ABS-KEY (“smart city” AND “artificial 
intelligence”) in the case of Scopus and TS = (“smart city” AND “artificial intelligence”) 
in the case of the Web of Sciences database. For the purpose of the analysis, 3101 
publication records were qualified. Based on bibliometric analysis, seven research 
areas were identified: safety, living, energy, mobility, health, pollution, and industry. 
Urban mobility has seen significant innovations through AI applications, such as 
autonomous vehicles (AVs), electric vehicles (EVs), and unmanned aerial vehicles 
(UAVs), yet security concerns persist, necessitating further research in this area. AI’s 
impact extends to energy management and sustainability practices, demanding 
standardised regulations to guide future research in renewable energy adoption and 
developing integrated local energy systems. Additionally, AI’s applications in health, 
environmental management, and the industrial sector require further investigation to 
address data handling, privacy, security, and societal implications, ensuring responsible 
and sustainable digitisation in smart cities.
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With increasing urbanisation worldwide, cities 
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address social, economic, environmental, and other 
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challenges. Artificial intelligence (AI) has been 
increasingly recognised as a transformative tool, 
holding the potential to revolutionise city develop-
ment. With its capabilities to learn, predict, and 
potentially operate autonomously, AI offers a wealth 
of opportunities for developing and managing smart 
cities. Its applications span various areas, from pre-
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dictive maintenance and enhanced citizen services to 
improved sustainability initiatives. However, despite 
its growing prevalence, a comprehensive understand-
ing of AI’s role, its range of applications in smart cit-
ies, and the potential implications are currently 
lacking.

As a technological tool, AI can significantly con-
tribute to integrating pivotal smart city dimensions, 
such as living, people, economy, mobility, environ-
ment, and government. AI and other advanced tech-
niques have shown great promise in developing 
optimal policies to tackle complex issues intrinsic to 
the evolution of smart cities, ranging from intelligent 
transportation systems and cybersecurity to energy-
efficient smart grids and smart healthcare systems.

However, the application of AI in smart cities has 
its risks. The same power that allows AI to drive 
urban transformations also presents a slew of chal-
lenges. Ensuring ethical AI application, maintaining 
data privacy, and mitigating the potential for AI mis-
use are among the top concerns in this emerging 
field. It is also critical to remember that the shift 
towards an AI-driven city can exacerbate social ine-
qualities and create a digital divide among citizens if 
not managed thoughtfully.

Given the topic’s relevance related to the applica-
tion of artificial intelligence in a smart city, this article 
aims to classify scientific research relating to artificial 
intelligence in smart city issues and identify emerging 
directions for future research. The methodology used 
in this study combines a systematic literature review 
to identify the most relevant studies and new topics to 
be developed in the future. The research shows the 
scope and importance of AI in smart city develop-
ment and the challenges it brings to cities and citizens.

1. Literature review

As the global urban population is projected to 
surge to 66 % or 70 % by 2050 (O’Dwyer et al., 2019), 
there are escalating concerns about the environmen-
tal, managerial, and security impacts. In response to 
this challenge, smart cities which heavily rely on 
information and communication technologies (ICTs) 
have been proposed and realised in various nations 
(Aguilera et al., 2017; Alifi & Supangkat, 2016; Al_Tur-
jman & Baali, 2022; Galindo, 2014; Yamakami, 2017; 
Szpilko et al., 2020). Smart cities integrate different 
technologies, such as the Internet of Things, block-
chain, artificial intelligence, machine learning (ML), 

and deep reinforcement learning (DRL), to provide 
comprehensive solutions (Alam et al., 2017; Ali et al., 
2020; Allam et al., 2019; Allam & Dhunny, 2019; Chen 
et al., 2021; Liu et al., 2019; Bilan et al., 2022).

AI emerged in 1956 but developed slowly because 
of immature computational technologies. Now, it is 
deployed at a scale of cities (Yigitcanlar et al., 2020). 
Its diverse computational technologies range from 
rule-based systems to deep learning systems, and 
these technologies play increasingly critical roles in 
the delivery of public services (Ma et al., 2020; Wirtz 
et al., 2019). For instance, Robotic Process Automa-
tion (RPA) projects are automating mundane, repeti-
tive, and costly tasks, freeing up valuable resources 
(Mendling et al., 2018; Siderska et al., 2023).

The AI role in managing the massive amounts of 
data generated by IoT, a crucial component of smart 
city applications, cannot be overstated (Al-Turjman 
et al., 2021; Ullah, Al-Turjman, Mostarda et al., 2020). 
By employing AI, ML, and DRL techniques, cities can 
harness and analyse this data to make optimal deci-
sions  (Allam et al., 2019; Allam & Dhunny, 2019; Liu 
et al., 2019). It is important to note that the accuracy 
and precision of these technologies can be further 
enhanced by increasing the amount of training data, 
thereby strengthening their learning capabilities and 
improving automated decision efficiencies (Ullah, 
Al-Turjman, Mostarda et al., 2020).

Significant strides have been made in such differ-
ent sectors as intelligent transportation, cybersecu-
rity, smart grids, and UAVs-assisted next-generation 
communication in smart cities (Allam & Newman, 
2018). AI, ML, and DRL technologies play a trans-
formative role in these sectors by enhancing their 
efficiency and scalability (Ferdowsi et al., 2019).

Intelligent transportation systems have inte-
grated ML and DRL-based technologies in various 
applications, including self-driving vehicles, ensuring 
the security of connected vehicles, efficient passenger 
hunting, and safe travels (Ang et al., 2022; Ferdowsi et 
al., 2019; Wences et al., 2017). Similarly, the role of 
AI, ML, and DRL technologies in cybersecurity is 
outstanding, with significant impacts on almost all 
sectors of a smart city (Ullah, Al-Turjman, Mostarda 
et al., 2020). Furthermore, AI continues to revolu-
tionise energy generation, management, and con-
sumption within smart cities, underscoring its 
far-reaching implications for societal and economic 
development (Golinska-Dawson & Sethanan, 2023; 
Muhammad et al., 2019; Pramod et al., 2023).

Autonomous vehicles are also explored as a mod-
ernisation tool for public transport infrastructure 
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(Gaber et al., 2020; Toglaw et al., 2018). Furthermore, 
smart cities are venturing into using robotics for law 
enforcement to lower conflict incident rates and free 
up human resources (Galindo, 2014; Hu & Jiang, 
2019; Ma et al., 2018). The utilisation of AI and ML in 
predicting and preventing incidents is also gaining 
traction. For example, an efficient crime detection 
system for smart cities has been proposed utilising 
DRL and neural networks to identify and analyse 
criminal activity (Castelli et al., 2017; Diro & Chilam-
kurti, 2018; David et al., 2023). Likewise, an ML-
based architecture has been put forward to predict 
incidents and generate responses before their occur-
rence (Aqib et al., 2020). As AI and ML become 
increasingly integrated into urban governance, there 
is the potential for more sustainable, safe, inclusive, 
and resilient cities (Allam & Newman, 2018; Choud-
hary & Sarthy, 2022; Lourenco et al., 2018).

Through AI and associated technologies like ML 
and DRL, cities can harness and analyse big data, 
improve decision-making, enhance public services, 
and foster more sustainable and resilient urban envi-
ronments. However, it is crucial to consider the soci-
etal implications of such technologies to avoid 
potential pitfalls and maximise the benefits. Ethical 
considerations surrounding the use of artificial intel-
ligence in smart cities are also crucial, particularly 
regarding data privacy, bias, and potential impacts on 
citizen rights and autonomy. Balancing technological 
advancements with ethical guidelines is essential to 
ensure responsible and inclusive AI integration in 
urban environments.

2. Research methods

The literature on artificial intelligence in smart 
cities was examined using a bibliometric analysis 
approach. This method is frequently employed by 
researchers, especially when first exploring a specific 
research topic. With a vast number of publications 
available, it facilitates the identification, synthesis, 
analysis, and critical evaluation of their contents 
(Bornmann & Haunschild, 2017; Keathley-Herring et 
al., 2016). Utilising quantitative techniques allows for 
the identification of the current state and develop-
mental trends in the research area under considera-
tion. The results provide insights into the main 
research directions, trends, and changes in the num-
ber of publications over a specific period. Moreover, it 
enables the creation of rankings for the most produc-

tive authors, journals, research units, and countries 
within the field of research (Niñerola et al., 2019; 
Szum, 2021). Bibliometric analysis is applicable to 
well-established research areas in the literature 
(Winkowska et al., 2019; Gudanowska, 2017; Glińska 
& Siemieniako, 2018; Halicka, 2017), as well as 
emerging ones (Siderska & Jadaan, 2018; Szpilko, 
2017).

Table 1 illustrates the operationalisation of the 
process employed in this article using the bibliomet-
ric analysis method.

The research process was conducted following  
a methodology comprising seven distinct phases. 
These phases encompassed the selection of biblio-
graphic databases (I), the choice of keywords (II), and 
the criteria to narrow down the search for publica-
tions (III). Subsequently, data extraction and selec-
tion (IV) was performed, followed by the analysis of 
the selected publications (V). The last two phases 
involved identifying research areas (VI) and defining 
thematic clusters (VII) (Table 1).

In the initial phase of the study, the researchers 
opted for Scopus and Web of Science bibliographic 
databases, as they offered a comprehensive array of 
scientific publications. The selection of these data-
bases was driven by their wide availability and the-
matic coverage across various scientific disciplines. 
The bibliometric analysis began by focusing on publi-
cations that contained the specific terms “smart city” 
and “artificial intelligence”. In the first and second 
samples, the search encompassed publications with 
this phrase throughout the entire document, while 
the third sample included titles, abstracts, and key-
words.

To refine the search, certain restriction criteria 
were applied. The search was limited to materials 
published between 2010 and 2023. For further analy-
sis, articles, conference proceedings, books, book 
chapters, reviews, editorials, early access and short 
survey publications were considered eligible. On the 
other hand, publication types like retracted publica-
tions, conference reviews, notes, erratum, and letters 
were excluded. The outcomes of the search are pre-
sented in Table 2.

The initial search for the term “smart city AND 
artificial intelligence” across the entire set of papers in 
the first sample yielded 107475 records in Scopus and 
3250 records in Web of Science. However, upon the 
initial analysis, it became evident that many of these 
publications were not directly relevant to the study 
area. The search in the second attempt, enclosing the 
keywords in quotation marks (“smart city” AND 
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“artificial intelligence”), also did not yield satisfactory 
results. As a result, a third attempt was made, restrict-
ing the search only to publications containing the 
specified phrase in their titles, abstracts, and key-
words. Subsequently, the refined search produced 
3014 records in Scopus and 1237 in Web of Science. 
After applying the limiting criteria, 2896 records in 
Scopus and 1237 in Web of Science were obtained. 
The search results are detailed in Table 2.

Full records in *csv format were downloaded 
from each database, and these files were aggregated 
into one, resulting in a total of 4133 records. After 
eliminating duplicates, a subset of 3101 records was 
selected for further analysis. 

Based on the acquired dataset, various analyses 
were conducted to examine the number of publica-
tions within specific periods and identify the most 
productive authors, organisations, countries, and 
journals. The research also focused on identifying the 
most notable articles with the highest frequency of 
citations. 

Furthermore, a thorough investigation of com-
monly recurring keywords was conducted, leading to 
the creation of a map depicting the co-occurrence of 
keywords associated with the application of artificial 
intelligence in smart cities. The creation of the key-
word co-occurrence map was accomplished using 
VOSviewer software (version 1.6.19).

Tab. 1. Methodology of bibliometric analysis

No. Task Scope

1. Database selection Scopus, Web of Science

2. Keywords selection “smart city” AND “artificial intelligence” in topic

3. Criteria selection Period: 2010–2023

Document types: articles, proceedings papers, conference papers, books, book 
chapters, editorial materials, reviews, early access, short survey

4. Data extraction, removal of duplicates Criteria for deleting duplicates: DOI, title, authors

5. Quantitative analysis of the results Scope: number of publications per year, document types, the most productive 
authors, institutions, countries, journals

6. Identification of research areas Visualisation of the most frequent keywords

7. Creation of thematic clusters Visualisation of thematic clusters

Tab. 2. Search results

Stage Web of Science Scopus

First search

Research query ALL=smart city AND artificial intelligence ALL (smart city AND artificial intelligence)

Number of articles before inclu-
sion criteria 3250 107475

Number of articles after inclu-
sion criteria 3216 105672

Second search

Research query ALL= “smart city” AND “artificial intelligence” ALL (“smart city” AND “artificial intelligence”)

Number of articles before inclu-
sion criteria 1464 69049

Number of articles after inclu-
sion criteria 1463 68660

Third search

Research query TS=“smart city” AND “artificial intelligence” TITLE-ABS-KEY (“smart city” AND “artificial 
intelligence”)

Number of articles before inclu-
sion criteria 1237 3014

Number of articles after inclu-
sion criteria 1237 2896

Source: elaborated by the authors based on the Scopus and Web of Science databases.
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To ensure accuracy and relevance, a thesaurus 
file was additionally prepared (van Eck & Waltman, 
2018) to eliminate duplicate terms with similar mean-
ings (e.g., Internet of Things and IoT) or terms not 
relevant to the study (e.g., article, research, analysis). 
This file was developed based on keyword analysis 
and a thorough review of the publication collection. 
The outcome of this analysis allowed for the identifi-
cation of thematic clusters representing the main and 
emerging research directions.

3. Research results

In the initial phase of the study, an examination 
was carried out to assess the interest in the subject 
matter over the years. Additionally, the predominant 
types of publications were identified, along with their 

connections to the primary subject areas in the Sco-
pus and Web of Science databases.

Between 2018 and 2023, a significant number of 
publications emerged in both databases (Fig. 1). Prior 
to this period, references to AI in smart cities were 
infrequent, representing an “emerging thematic”. The 
total number of citations for publications indexed in 
the Scopus database was 31 783, while in Web of Sci-
ence, it amounted to 15 665. There were 865 uncited 
publications in Scopus and 343 in Web of Science. 

In the Web of Science and Scopus databases 
jointly, the majority of publications consisted of arti-
cles (63.5 % and 32.5 %, respectively) and conference 
papers (50.5 % and 25.1 %). Reviews, editorials, and 
book chapters made up a smaller portion. The distri-
bution of publications by document type is depicted 
in Fig. 2.

The preponderance of literature in both databases 
is primarily allocated to the domains of Engineering, 

 

 

Fig. 1. Number of publications in the field of artificial intelligence in smart cities in the Scopus and Web of Science databases (indexed 
from January 2010 to July 2023) 

Source: elaborated by the authors based on the Scopus and Web of Science databases. 
 

Fig. 2. Type of documents of publications in the field of artificial intelligence in smart cities in the Scopus and Web of Science databases 
(indexed from January 2010 to July 2023) 

Source: elaborated by the authors based on the Scopus and Web of Science databases. 
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specifically Electrical and Electronic Engineering and 
Computer Science (Computer Science Information 
Systems). Specifically, these represent 77.5 % and 44.9 
% of all entries in Scopus and 33.1 % and 29.4 % in 
the Web of Science. Furthermore, a considerable 
amount of literature in Scopus is also categorised 
under Social Sciences (17.8 %) and Mathematics 
(15.9 %), whereas in Web of Science, a significant 
percentage is attributed to Telecommunications (23.4 
%). 

The most productive author in this regard is 
Yigitcanlar, with 16 publications. The most referenced 
piece by Yigitcanlar et al. is “Contributions and risks 
of artificial intelligence (AI) in building smarter cit-
ies: Insights from a systematic review of the literature” 
from 2020 and “Can building ‘artificially intelligent 
cities’ safeguard humanity from natural disasters, 
pandemics, and other catastrophes? An urban schol-
ar’s perspective” from the same year, amassing 161 
and 140 citations in Scopus, respectively. Next is 
Mehmood, with 14 publications, who held the high-
est average citation count per publication in both 
databases. His most cited piece was “Data Fusion and 
IoT for Smart Ubiquitous Environments: A Survey”, 
published in IEEE Access in 2017, with 254 citations 
in Scopus and 195 in Web of Science. Allams’ (and 
Dhunny’s) most referenced publication was “On big 
data, artificial intelligence and smart cities”, published 
in Cities in 2019, amassing 456 citations in Web of 
Science and 305 in Scopus. Table 3 provides a com-
prehensive list of the most productive authors.

With regard to geographical distribution, the 
majority of the publications are from China (550), 
followed by India (495) and the United States (316). 
Considering author affiliation, King Abdulaziz Uni-
versity produced the highest number of publications 
(36), followed closely by the Egyptian Knowledge 
Bank EKB (32) and Universidad de Salamanca (25). 
Notably, publications from the Queensland Univer-
sity of Technology (Scopus: 36.4, WoS: 28.0), the 
Chinese Academy of Sciences (Scopus: 25.2, WoS: 
45.3), and the King Abdulaziz University (Scopus: 
26.9, WoS: 29.2) have been cited most frequently. 
Compared to other institutions in the ranking, they 
have a notably high average citation count in both 
Scopus and the Web of Science databases.

In the ranking of most productive journals, Lec-
ture Notes in Computer Science Including Subseries 
Lecture Notes in Artificial Intelligence and Lecture 
Notes In Bioinformatics took the top spot (134 publi-
cations), followed by Advances in Intelligent Systems 

and Computing with 108 publications, and IEEE 
Access with 63 publications. However, the journals 
with the highest average citation count in each data-
base were IEEE Access (Scopus: 38.8, WoS: 26.6) and 
Sensors (Scopus: 32.9, WoS: 11.3).

The cumulative citation count for publications 
focusing on artificial intelligence in the context of 
smart cities amounted to 15665 in the Web of Science 
and 31783 in Scopus. Among the eleven most cited 
works, two were published in IEEE Access and Future 
Generation Computer Systems, while SN Computer 
Science, Cities, Advanced Materials, Proceedings — 
2015 IEEE International Conference on smart city, 
Healthcare, Computer Communications, and Sus-
tainable Cities and Society each contributed one. 
Notably, six of these top-cited works originated from 
the year 2020.

The most cited publication, with 619 citations in 
Scopus and 392 in the Web of Science, was by Fuller 
et al. (2020), “Digital Twin: Enabling Technologies, 
Challenges and Open Research”. Next was the article 
by Diro and Chilamkurti (2018), “Distributed Attack 
Detection Scheme using Deep Learning Approach 
for Internet of Things”, and the article by Allam and 
Dhunny (2019), “On Big Data, Artificial Intelligence 
and Smart Cities”. The total citation counts for these 
articles were somewhat lower than for the first, with 
Scopus counts of 537 and 456 and Web of Science 
counts of 402 and 305, respectively (Table 4).

In the context of the bibliometric analysis, key-
words recurrently associated with the subject of arti-
ficial intelligence in smart cities were extracted. The 
analytical process employed the use of VOSviewer 
software. The resulting collection consisted of 380 
words or phrases that occurred a minimum of five 
times in the keywords of the 3101 articles examined. 
This collection also included words synonymous with 
abbreviations or repetitions (i.e., “Internet of Things”, 
“internet-of-things”, “IoT”, “neural-network”, and 
“neural-networks”) and terms not intrinsically related 
to the central theme of analysis (such as “article”, 
“analysis”, “model”, “knowledge”, “literature review”). 
A thesaurus file was curated and deployed to systema-
tise the word set. Search keywords (e.g., “artificial 
intelligence”, “AI”, “smart city”, “smart cities”) were 
purposely excluded from this collection. The nomen-
clature of terms and abbreviations sharing similar 
meanings was standardised, and terms unrelated to 
the analysis were discarded. The refined collection 
included 166 keywords. The most prevalent terms 
and their interconnections are depicted in Fig. 3.
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Tab. 3. Most productive authors, organisations, countries and journals 

No. Item NP [%]
Average citation count

Scopus Web of Science

Authors
1. Yigitcanlar, T. 16 0.5 48.2 35.4
2. Mehmood, R. 14 0.5 51.9 143.5
3. Allam, Z. 12 0.4 113.3 63.2
4. Al-Turjman, F. 11 0.4 45.4 58.4
5. Park, J.H. 11 0.4 56.4 39.0
6. Corchado, J.M. 11 0.4 37.7 36.1
7. Chui, K.T. 9 0.3 28.9 38.5
8. Lytras, M.D. 9 0.3 26.3 36.0
9. Lv, Z. 8 0.3 25.5 19.4

10. Aloqaily, M. 8 0.3 25.6 17.8
Countries

1. China 550 17.7 10.8 15.0
2. India 495 16.0 8.2 12.5
3. United States 316 10.2 17.0 17.5
4. United Kingdom 201 6.5 19.5 18.7
5. Saudi Arabia 163 5.3 16.2 15.5
6. Italy 162 5.2 10.8 13.0
7. Spain 148 4.8 10.4 12.6
8. South Korea 126 4.1 17.9 17.1
9. Australia 114 3.7 40.9 24.9

10. Canada 94 3.0 14.8 14.1
Organisations

1. King Abdulaziz University 36 1.2 26.9 29.2
2. Egyptian Knowledge Bank EKB 32 1.0 N/A 6.6
3. Universidad de Salamanca 25 0.8 19.0 18.9
4. King Saud University 23 0.7 12.8 12.3
5. Amity University 22 0.7 5.7 12.3
6. Chinese Academy of Sciences 21 0.7 25.2 45.3
7. Queensland University of Technology 19 0.6 36.4 28.0
8. University of Ottawa 18 0.6 21.5 14.3
9. Wuhan University 18 0.6 8.1 4.5

10. Vellore Institute of Technology 17 0.5 16.7 12.6
11. Universidade do Minho 17 0.5 3.2 5.6
12. N8 Research Partnership 17 0.5 N/A 9.9

Journals

1.
Lecture Notes in Computer Science, Including 
Subseries Lecture Notes in Artificial Intelligence 
and Lecture Notes in Bioinformatics

134 4.3 6.5 1.8

2. Advances in Intelligent Systems and Computing 108 3.5 2.6 0.9
3. IEEE Access 63 2.0 38.8 26.6
4. ACM International Conference Proceeding Series 59 1.9 3.7 4.0
5. Sensors (Switzerland) 55 1.8 32.9 11.3
6. Sustainability (Switzerland) 53 1.7 18.6 13.7
7. Lecture Notes in Networks and Systems 50 1.6 1.0 0.1

8. Communications in Computer and Information 
Science 44 1.4 3.6 1.9

9.

MCCSIS 2018 Multi Conference on Computer Sci-
ence and Information Systems Proceedings of the 
International Conferences on Big Data Analytics 
Data Mining and Computational Intelligence 2018 
Theory and Practice in Modern Computing 2018 
and Connected Smart Cities 2018

33 1.1 0.4 N/A

10. Ceur Workshop Proceedings 30 1.0 1.0 1.0
11. Smart Cities 30 1.0 24.0 12.2

Note: NP — number of publications, [%] — percentage of the total number of publications (3101), N/A — not applicable. 

Source: elaborated by the authors based on the Scopus and Web of Science databases.
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Tab. 4. Most cited articles on artificial intelligence in the smart city area

No. Authors Article title Journal
Number of citations

Scopus Web of 
Science

1. (Fuller et al., 2020) Digital Twin: Enabling Technologies, 
Challenges and Open Research

IEEE Access 619 392

2.
(Diro & Chilamkurti, 2018) Distributed Attack Detection Scheme 

using Deep Learning Approach for 
Internet of Things

Future Generation 
Computer Systems

537 402

3. (Allam & Dhunny, 2019) On Big Data, Artificial Intelligence 
and Smart Cities

Cities 456 305

4.
(J. Shi et al., 2020) Smart Textile-Integrated Microelec-

tronic Systems for Wearable Ap-
plications

Advanced Materials 332 356

5.
(Sarker, 2021) Machine Learning: Algorithms, Real-

World Applications and Research 
Directions

SN Computer Science 710 N/A

6.
(Tian & Pan, 2015) Predicting Short-Term Traffic Flow by 

long Short-Term Memory Recurrent 
Neural Network

Proceedings - 2015 
IEEE International Con-
ference on Smart City

350 281

7.

(Allam & Jones, 2020) On the Coronavirus (Covid-19) Out-
break and the Smart City Network: 
Universal Data Sharing Standards 
Coupled with Artificial Intelligence 
(AI) to Benefit Urban Health Moni-
toring and Management

 

Healthcare

272 187

8. (Alam et al., 2017) Data Fusion and IoT for Smart Ubiq-
uitous Environments: A Survey

IEEE Access 254 195

9.
(Ullah et al., 2020) Applications of Artificial Intelligence 

and Machine Learning in Smart 
Cities

Computer  
Communications

271 176

10.
(S. K. Singh et al., 2020) BlockIoTIntelligence: A Blockchain-

enabled Intelligent IoT Architecture 
with Artificial Intelligence

Future Generation 
Computer Systems 

241 170

11.
(S. Singh et al., 2020) Convergence of Blockchain and 

Artificial Intelligence in IoT Network 
for the Sustainable Smart City

Sustainable Cities and 
Society 

240 153

Note: N/A — not applicable. 

Source: elaborated by the authors based on the Scopus and Web of Science databases.

To clearly present the obtained results, the co-
occurrence map was reduced to 86 keywords strictly 
linked to the area under investigation. Among the 
most frequent keywords related to artificial intelli-
gence in the context of a smart city are terms associ-
ated with technological aspects — Internet of Things 
(655), machine learning (408), big data (253), deep 
learning (207), cloud computing (121), blockchain 
(111). These are interconnected with artificial intelli-
gence and are closely linked with keywords identified 
in seven clusters, encompassing issues related to the 
development of a smart city. Within these individual 
clusters, the most frequently appearing keywords 
were safety — security (91) and privacy (54); energy 
— energy (69), smart grid (52); mobility — Intelligent 
Transport Systems (61) and traffic management (52); 

health — healthcare (52) and digital twin (49); living 
— smart building (41) and smart home (35); industry 
— industry 4.0 (42); pollution — smart waste man-
agement (21). The larger the circle in Fig. 6, the more 
often a given keyword occurs. It should also be high-
lighted that these terms exhibit the most connections 
to other terms.

An in-depth analysis of the most frequently 
occurring keywords allowed for identifying seven 
thematic clusters and linking them to the eight trans-
formative policies of the European Green Deal 
(EDG). In the context of smart city development, the 
European Green Deal strategy, implemented in 2020, 
plays a significant role. This strategy is the European 
Union’s plan to make the EU climate-neutral by 2050 
and to chart a course towards economic development 
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that does not increase the consumption of natural 
resources. The EGD is a key component of the cur-
rent European Commission’s strategy for the fulfil-
ment of the UN 2030 Agenda for Sustainable 
Development and the Sustainable Development 
Goals (United Nations, 2015). The European Green 
Deal serves as a blueprint, outlining the path towards 
a sustainable European economy. The primary target 
of the European Green Deal strategy is to achieve a 
minimum 55 % reduction in net greenhouse gas 
emissions by 2030, using 1990 levels as a benchmark, 
and to reach climate neutrality by 2050 (Communica-
tion …, 2019). The overarching aim of the European 
Green Deal strategy is to make sustainable develop-
ment and human well-being the cornerstone of eco-
nomic policy, positioning them as a crucial aspect of 
all policymaking decisions and ensuing actions 
(Amoroso et al., 2021; Szpilko & Ejdys, 2022). Due to 
the significant issue of implementing the European 
Green Deal in EU regions and cities, the identified 
subareas of artificial intelligence in smart cities were 
related to its policies (Table 5).

 

Fig. 3. Keyword co-occurrence map for artificial intelligence in smart cities 
Source: elaborated by the authors using VOSviewer software. 

 

The first cluster, “Safety”, primarily refers to areas 
in which the application of artificial intelligence can 
ensure safety in smart cities (e.g., privacy, public 
safety, security, cyber security, cyberattacks, data pri-
vacy, data protection, e-commerce, e-government, 
monitoring, open data, open government, smart 
environment, smart infrastructure, smart services, 
intrusion detection, anomaly detection, trust, ethics, 
human rights). This cluster is closely linked to the 
transformative policy of the European Green Deal, 
which involves, among other things, supplying clean, 
affordable and secure energy and mobilising industry 
for a clean and circular economy. It is also related to 
zero pollution and striving for a toxin-free environ-
ment.

The second cluster, “Living”, focuses on ensuring 
the highest possible standard of living for residents in 
smart cities through the use of artificial intelligence. 
It includes keywords such as quality of life, sharing 
economy, smart city 5.0, smart community, smart 
education, smart government, smart home, air qual-
ity, smart building, disaster management, society 5.0, 
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Fig. 4. Thematic clusters of artificial intelligence in smart cities 
Source: elaborated by the authors using VOSviewer software. 
 cluster is closely linked to the transformative policy of 

the European Green Deal aimed at providing clean, 
affordable, and secure energy.

The fifth cluster, “Health”, is oriented towards 
providing solutions that use artificial intelligence to 
support residents of smart cities in caring for their 
health. It is represented by keywords: smart health, 
healthcare, medical services, digital twin, health 
monitoring, pandemic. Within the EGD, these topics 
partially refer to the objective of designing a fair, 
healthy and environmentally friendly food system.

The sixth cluster, “Pollution”, includes keywords 
related to various pollutants, especially air pollution 
and waste management (air pollution, climate change, 
smart waste management). This is closely linked to 
the goal of zero pollution and a toxin-free environ-
ment set out in the EGD.

The last cluster, “Industry”, is represented by 
keywords such as circular economy, digital economy, 
industry 4.0, RFID, and smart manufacturing. It 
focuses on Industry 4.0 based on artificial intelligence 
and simultaneously environmentally friendly pro-
duction. It appears to be an emerging research area 
hitherto poorly recognised in the literature. It is 

sustainable, urban policy, and well-being. This cluster 
is linked to the EGD, which focuses on building and 
renovation in an energy and resource-efficient way. 
Striving to provide comfortable living conditions in 
smart cities also refers to the protection and restora-
tion of ecosystems and biodiversity, which are also 
subject to EGD transformation policy.

The third cluster, “Mobility”, relates to the devel-
opment of innovative vehicles to enable the most 
efficient mobility while reducing CO2 emissions. It is 
associated with the following keywords: vehicle, 
autonomous vehicle, electric vehicle, ICT, intelligent 
transport system, smart mobility, smart parking, 
smart transport, traffic management, transportation, 
autonomous air vehicles, unmanned aerial vehicles, 
drones, and smart devices. This cluster is closely 
linked to the transformative policy of the European 
Green Deal in terms of transitioning to sustainable 
and smart mobility.

The fourth cluster, “Energy”, primarily refers to 
technological solutions using AI that enable efficient 
and safe energy supply and storage, including from 
renewable sources (e.g., energy, renewable energy, 
smart energy, sustainable energy, smart grid). This 
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Tab. 5. Sub-areas of artificial intelligence in smart city research in the context of European Green Deal policies

no. Cluster name General 
words Words Transformative policies of the European 

Green Deal

1.

Safety 

Internet 
of Things, 
machine 
learning, 
big data, 
deep learn-
ing, block-
chain, cloud 
computing

privacy, public safety, quality of 
service, safety, security, cyber se-
curity, cyberattacks, data privacy, 
data protection, e-commerce, 
e-government, monitoring, open 
data, open government, smart 
environment, smart infrastruc-
ture, smart services, intrusion 
detection, anomaly detection, 
ubiquitous computing, 5G, 6G, 
BIM, education, trust, ethics, 
human rights

2. Supplying clean, affordable 
and secure energy

3. Mobilising industry for  
a clean and circular economy

8. A zero pollution ambition for 
a toxic-free environment

1. Increasing 
the EU’s climate 
ambition for 
2030 and 2050

2.

Living quality of life, sharing economy, 
smart campus, smart city 5.0, 
smart community, smart educa-
tion, smart government, smart 
home, smart tourism, air quality, 
ambient assisted living, smart 
building, disaster management, 
GIS, social media, society 5.0, 
sustainable, urban policy, well-
being

2. Supplying clean, affordable 
and secure energy

4. Building and renovating in an 
energy and resource-efficient 
way

3.

Mobility mobility, vehicle, autonomous 
vehicle, electric vehicle, ICT, in-
telligent transport system, smart 
mobility, smart parking, smart 
transport, traffic management, 
transportation, autonomous air 
vehicles, unmanned aerial ve-
hicle, drones, smart devices

5. Accelerating the shift to sus-
tainable and smart mobility

4.

Energy energy, renewable energy, smart 
energy, sustainable energy, smart 
grid

4. Building and renovating in an 
energy and resource-efficient 
way

5.

Health smart health, healthcare, medi-
cal services, digital twin, health 
monitoring, pandemic

6. From ‘Farm to Fork’: design-
ing a fair, healthy and environ-
mentally-friendly food system

6.

Pollution air pollution, climate change, 
smart waste management

8. A zero pollution ambition for 
a toxic-free environment

7. Preserving and restoring 
ecosystems and biodiversity

7.

Industry circular economy, digital econ-
omy, industry 4.0, RFID, smart 
manufacturing

3. Mobilising industry for a 
clean and circular economy

closely linked to the EGD goal of mobilising industry 
for a clean and circular economy. It should also be 
noted that all the mentioned clusters directly or indi-
rectly also refer to achieving the EU’s climate goals for 
2030 and 2050.

The application of solutions using artificial intel-
ligence technologies can significantly improve the 
issue of implementing the European Green Deal 
assumptions in smart cities.
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4. Discussion of results

The bibliometric analysis facilitated the identifi-
cation of seven thematic domains within international 
research in connection with artificial intelligence in 
smart cities. These span a diverse range of subjects, 
including primarily computer science, engineering 
and social sciences.

4.1. Safety

Artificial intelligence has emerged as a trans-
formative tool, reshaping the concept and construc-
tion of smart cities by enhancing efficiency, 
accessibility, and quality of life in urban areas (Braun 
et al., 2018). It is recognised as a crucial instrument in 
redefining the realms of safety, security, and privacy 
within these complex urban ecosystems (Allam  
& Dhunny, 2019; Ullah et al., 2020).

Within the spheres of safety and security, AI has 
found a range of applications, from traffic manage-
ment to healthcare and city-wide surveillance (Allam 
& Jones, 2020; Shi et al., 2020; Ullah et al., 2020; 
Badura, 2017). Technologies, such as Smart Textile-
Integrated Microelectronic Systems (STIMES)  
and Intelligent Transportation Systems (ITSs),  
have utilised AI to optimise safety protocols and 
enhance service quality (Shi et al., 2020; Ullah et al., 
2020). AI and machine learning strategies have been 
employed to enhance health service delivery in  
the healthcare sector, proving advantageous for urban 
inhabitants and city management (Ullah et al., 2020).

Despite these advancements, the considerable 
influx of data facilitated by the Internet of Things 
introduces significant security and privacy chal-
lenges. Issues of centralisation and resource con-
straints present notable hurdles for AI-driven systems 
(Singh et al., 2020). With its decentralised architec-
ture, the deployment of blockchain has been proposed 
as a solution to mitigate these problems (K. Singh et 
al., 2020; S. Singh et al., 2020; Łasak & Wyciślak, 
2023).

Furthermore, federated learning, a distributed 
collaborative AI approach, enables AI training on 
distributed IoT devices without data sharing, thereby 
enhancing data security and privacy (Nguyen et al., 
2021; Lv et al., 2021).

Additionally, the convergence of AI and block-
chain in smart cities introduces new security chal-
lenges, necessitating further investigation (S. Singh et 

al., 2020). For example, the widespread implementa-
tion of IoT, coupled with evolving cyber threats, 
demands more dynamic and adaptive security meas-
ures (Sarker et al., 2022). Innovative approaches such 
as Holistic Big Data Integrated Artificial Intelligence 
Modelling (HBDIAIM) aim to address these issues by 
optimising the scalability and privacy of smart city 
data management interfaces (Chen et al., 2021).

Preserving privacy, particularly in high-dimen-
sional data collected by IoT devices, poses a signifi-
cant challenge (Braun et al., 2018). Encrypted data 
storage on cloud platforms (Anuradha et al., 2021) 
has been suggested as a solution to this issue, offering 
secure, remote access to data such as healthcare 
records. Federated learning approaches can also alle-
viate these privacy concerns by enabling model train-
ing on locally stored data (Liu, Huang et al., 2020).

AI applications also need to consider cultural, 
metabolic, and governance aspects, necessitating a 
delicate balance between technological utilisation for 
economic growth and the maintenance of urban liv-
ability (Allam & Dhunny, 2019). Global approaches 
to AI application control have varied, ranging from a 
human-centric approach in Western democracies to a 
techno-centric approach in places like China (Kum-
mitha, 2020).

4.2. Living

The growing trend of urbanisation worldwide 
has put a tremendous strain on the daily lives of citi-
zens, necessitating solutions to issues such as envi-
ronmental pollution, public security, and congestion. 
Smart cities, utilising novel technologies and con-
cepts, aim to create more efficient, technologically 
advanced, and socially inclusive urban environments, 
which could potentially alleviate these burdens (Ati-
tallah et al., 2020; Ghazal et al., 2021). The integration 
of artificial intelligence and the Internet of Things 
into these urban environments plays a pivotal role in 
this process. 

These technologies generate substantial data, 
which, upon analysis, provide invaluable insights to 
enhance the quality of urban life (Atitallah et al., 
2020; Ghazal et al., 2021; Skouby & Lynggaard, 2014; 
Rahman et al., 2023; Gams et al., 2019). The revolu-
tionary progress of AI, driven by advancements in 5G 
technology, cloud computing, and ICT, forms the 
foundation for seamless service delivery and the 
management of interconnected infrastructures, 
including smart homes (Skouby & Lynggaard, 2014; 
Gams et al., 2019).
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The smart home concept, a vital element of smart 
cities, has significantly enhanced urban living through 
the integration of various technological advance-
ments, such as AI, big data, mobile networks, and 
cloud computing (Li et al., 2022; Shi et al., 2022; Khoa 
et al., 2020). Such advancements serve as prime 
examples of the pivotal role AI-powered IoT plays in 
addressing contemporary societal challenges, like the 
COVID-19 pandemic, where SDL-based smart health 
diagnosis systems have been effectively utilised 
(Shankar et al., 2021). Similarly, AIoT systems have 
substantially improved safety and air quality moni-
toring in smart homes, offering potential advance-
ments in hazard detection (Chang et al., 2020).

AI applications in smart cities have also expanded 
to include emotion-guided interaction architectures, 
enabling enhanced human–machine interaction 
while addressing issues such as handling information 
redundancy in the collected spatiotemporal environ-
ment data (Jiang et al., 2020). Nevertheless, despite 
the promises, concerns about security and privacy 
remain paramount, necessitating robust security 
measures and cautious information handling (Khoa 
et al., 2020; Wu et al., 2023; Braun et al., 2018). 

The impact of AI extends beyond smart homes, 
influencing broader domains, including mobility, 
logistics, energy, healthcare, and environmental man-
agement (Frey et al., 2022; Chang et al., 2020; López-
Blanco et al., 2023; Zhi-Xian & Zhang, 2022; Hu et al., 
2021; Alsamhi et al., 2019). A prime example of AI 
integration in urban development is the living lab 
concept, like the Bauhaus.MobilityLab, which facili-
tates data processing, analytics, and forecasting for 
innovative service development (Frey et al., 2022). 
Moreover, environmental forecasting and urban 
planning reap significant benefits from AI and IoT 
combined with big data, enabling the development of 
future environmental scenarios (López-Blanco et al., 
2023).

However, despite these significant advancements, 
challenges persist. Concerns regarding privacy pres-
ervation, network security, and trustworthy data-
sharing practices are of utmost importance (Braun et 
al., 2018). Additionally, social and juristic challenges 
emerge when individual interests conflict with oth-
ers, highlighting the necessity for constructive guide-
lines (Perc et al., 2019).

4.3. Mobility

Artificial intelligence and other digital technolo-
gies have been instrumental in shaping mobility 

within the landscape of smart cities, leading to sig-
nificant advancements in transportation and sustain-
ability (Ortega-Fernández et al., 2020; Kuźmicz et al., 
2022). Implementing AI into various mobility appli-
cations has transformed conventional transportation 
paradigms, prompting further research into this 
domain.

A pivotal component of this transformation is 
the utilisation of autonomous vehicles. Enabled by AI 
and big data analytics, AVs have revolutionised urban 
mobility, reducing travel times and increasing effi-
ciency. Network calculus (NC) has been proposed to 
further optimise the Avs’ performance by modelling 
queueing networks, thereby improving the user expe-
rience (Cui et al., 2019). Simultaneously, cybersecu-
rity measures, such as blockchain technology and 
intelligent sensing, are vital for ensuring the safety 
and reliability of these systems (Reebadiya et al., 
2021). Furthermore, AI-driven sensor information 
fusion systems have enhanced understanding of citi-
zens’ mobility patterns, contributing to the develop-
ment of improved transportation models (Leung et 
al., 2019; Ejdys & Gulc, 2020; Szpilko et al., 2023).

Electric vehicles also represent a significant com-
mitment to eco-friendly initiatives and the smart city 
concept, with AI facilitating the management of 
power within vehicles to optimise energy usage 
(Aymen & Mahmoudi, 2019). This approach includes 
collecting and processing data on road conditions 
and vehicle status.

Moreover, unmanned aerial vehicles have shown 
promise in various applications, such as wireless 
coverage and aerial surveillance, with AI and machine 
learning techniques contributing to their efficiency 
(Ullah et al., 2020). The growth of the Internet of 
Things, in conjunction with AI, has been significant 
in promoting sustainable transitions towards more 
efficient paradigms in smart city mobility (Nikitas et 
al., 2020). This integration involves addressing several 
security challenges (Kim et al., 2021).

An interesting development within this context is 
the proposition of Autonomous Shuttles (AS) for 
efficient delivery of goods and last-mile mobility ser-
vices. The Autonomous Shuttles-as-a-Service (ASaaS) 
concept, coupled with machine learning techniques 
for mobility planning and journey tracking certifica-
tion via AI and blockchain, offers a comprehensive 
solution for enhancing proximity mobility (Bucchiar-
one et al., 2021).

Beyond this, Fully Autonomous Ground Vehicles 
(FAGVs) present an exciting future for smart city 
development, with real-time data analytics enabling 
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these vehicles to integrate seamlessly with other smart 
city components, thereby optimising urban environ-
ments and promoting sustainable development 
(Kuru, 2021).

These developments in mobility have been influ-
enced by various factors, including social attitudes, 
technological innovation, urban politics, and even 
significant global events such as the COVID-19 pan-
demic, which has prompted a transformation towards 
sustainability and smart growth (Kakderi et al., 2021). 
The introduction of concepts like Mobility-as-a-Ser-
vice (MaaS), traffic flow optimisation, and reduction 
in traffic congestion, all underpinned by technologies 
such as AI, blockchain, and big data, are set to further 
revolutionise urban environments (Tian & Pan, 2015; 
Paiva et al., 2021; Wu, 2021).

4.4. Energy

Artificial intelligence continues to exert a trans-
formative influence on smart city development.  
A major challenge for these cities is energy manage-
ment, which necessitates the employment of modern 
technologies for optimal efficiency (Abbas et al., 
2020; Kozłowska et al., 2023). Given the complexity 
and vital role of energy systems, AI and machine 
learning, in conjunction with the Internet of Things, 
have emerged as indispensable tools.

AI models, especially those based on artificial 
neural networks (ANNs) and meta-heuristic algo-
rithms, have been introduced for forecasting and 
optimising the heating load of buildings’ energy effi-
ciency (Le et al., 2019). These innovative approaches 
contribute significantly to managing and optimising 
energy usage in buildings, accounting for a consider-
able proportion of global final energy demand 
(Vázquez-Canteli et al., 2019; Wu & Chu, 2021). 
Machine learning algorithms, particularly deep  
reinforcement learning, are central to this process, 
fostering adaptive and automated energy controllers 
for energy savings and demand response (Le et al., 
2019).

AI’s role extends to promoting energy sustaina-
bility, a pivotal aspect of urban development. AI-
enabled solutions, such as smart metering and 
non-intrusive load monitoring (NILM), along with 
hybrid algorithms like GA-SVM-MKL, are reshaping 
energy management, enhancing sustainability, and 
adding a novel dimension to the discourse on energy 
utilisation (Chui et al., 2018). AI, along with IoT and 
big data analytics, has been recognised as a potential 
tool for intelligently prioritising data, thereby foster-

ing more energy-efficient and greener smart cities 
(Muhammad et al., 2019).

AI also assists in renewable energy adoption 
within the context of smart cities. AI tools like ANN 
and statistical analysis have accurately predicted 
electrical energy consumption while promoting 
renewable energy generation (Ghadami et al., 2021; 
Serban & Lytras, 2020).

Moreover, AI contributes to energy consumption 
prediction and integrated local energy systems 
(ILES). For instance, the implementation of hybrid 
networks, such as the “DB-Net”, which integrates a 
dilated convolutional neural network (DCNN) with 
bidirectional long short-term memory (BiLSTM), 
has enhanced predictive performance for long- and 
short-term energy consumption prediction (Khan et 
al., 2021). Additionally, AI’s integration with emerg-
ing technologies like electric vehicles optimises 
energy use in smart cities (Aymen & Mahmoudi, 
2019).

Finally, AI is instrumental in short-term photo-
voltaic (PV) energy generation forecasting (Zhou et 
al., 2021), optimising energy consumption in infra-
structures like Automated Vacuum Waste Collection 
(AVWC) systems (Fernández et al., 2014), supporting 
intelligent building energy management systems 
(BEMSs) (Park et al., 2020), and enhancing the effi-
ciency of critical urban infrastructure sectors, such as 
sewage treatment and waste management systems 
(Gaska & Generowicz, 2020).

In conclusion, AI is profoundly influencing the 
energy sector within smart cities, transforming 
energy use, improving energy forecasts, and enhanc-
ing urban infrastructure operations. As AI and big 
data technologies continue to evolve, the need for 
standardised regulations regarding their energy effi-
ciency becomes increasingly important (Anthopou-
los & Kazantzi, 2022). Future research and 
development should address this challenge, ensuring 
the sustainable growth of these promising technolo-
gies.

4.5. Health

The convergence of healthcare and AI within the 
context of smart cities marks a pivotal juncture in the 
evolution of health services delivery. This marriage of 
disciplines holds transformative potential for enhanc-
ing well-being, refining healthcare management pro-
cesses, and strengthening disease control mechanisms 
(Laamarti et al., 2020; Kamel Boulos et al., 2019; 
Dong & Yao, 2021).
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One of the prime developments within this con-
text is the advent of Digital Twin technology  
(Fuller et al., 2020), which involves creating digital 
replicas of living entities. The use of the ISO/IEEE 
11073 standardised framework in this regard  
allows for the collection, analysis, and feedback  
generation from personal health data accrued from 
both compliant and non-compliant devices (Laamarti 
et al., 2020). Additionally, the confluence of  
GeoAI, the integration of geographic information 
systems and AI, underscores the significance of loca-
tion-specific factors in both population and  
individual health, thus expanding the scope of AI 
application within healthcare (Kamel Boulos et al., 
2019).

The recent COVID-19 pandemic has further 
magnified the transformative potential of digital 
solutions within healthcare, paving the way for data-
driven smart city models (Hantrais et al., 2021; Dong 
& Yao, 2021; Allam & Jones, 2020). The effectiveness 
of AI in managing health emergencies is evident from 
the different approaches adopted by governments 
during the COVID-19 pandemic. While Chinese cit-
ies and the government used a techno-driven 
approach, Western governments adopted a human-
driven approach to control the transmission of the 
virus. The analysis suggests that while the techno-
driven approach may be more efficient in identifying 
and isolating infected individuals, it may also sup-
press and censor citizens’ views. Therefore, under-
standing the human–technology relationship is 
critical in managing virus transmissions during pan-
demics (Kummitha, 2020).

One of the technologies that have received atten-
tion in the healthcare sector is blockchain, which 
offers solutions for securing patient and provider 
identities, managing pharmaceutical and medical 
device supply chains, clinical research and data mon-
etisation, medical fraud detection, and public health 
surveillance (Boulos et al., 2018). Coupling block-
chain technologies with AI may enhance their power 
and robustness, leading to more effective healthcare 
solutions in smart cities.

Healthcare delivery has further been enriched 
through the integration of telemedicine, telecare, and 
AI within smart home systems, thereby improving 
the quality and efficiency of care (Khatoon et al., 
2019). Alongside these advancements, the incorpora-
tion of cloud computing and deep learning technolo-
gies has enabled accurate prediction of diseases based 
on data collected from IoT sensors embedded within 
human bodies (Anuradha et al., 2021).

Despite the numerous benefits, several chal-
lenges, including privacy and security issues, data 
handling, and algorithm optimisation, remain and 
must be addressed to harness the full potential of AI 
within the healthcare sector (Laamarti et al., 2020; 
Kamel Boulos et al., 2019; Gad, 2022; Hantrais et al., 
2021; Dong & Yao, 2021; Zheng et al., 2022).

The AI technologies, such as deep learning, 
machine learning, Internet of Things, mobile com-
puting, big data, blockchain, and advanced network 
systems, are predicted to play a significant role in 
future smart cities (Javed et al., 2022; Ullah et al., 
2020). The amalgamation of AI with big data analyt-
ics further enhances the precision of future action 
plans and improves decision-making strategies 
(Hariri et al., 2019). Despite the wide array of applica-
tions of AI in healthcare, the black-box nature of AI 
inhibits its widespread acceptance, which necessitates 
the development of explainable artificial intelligence 
(XAI) techniques (Loh et al., 2022).

4.6. Pollution

Environmental pollution is one of the major 
challenges of urban growth, manifesting in multiple 
forms, such as air, noise, and waste pollution. This 
pollution, arising from industrial and transportation 
activities, exacerbates the stress experienced by urban 
inhabitants (Kaginalkar et al., 2021; Liu et al., 2020; 
Navarro-Espinoza et al., 2022). AI, IoT, big data, 
smartphones, and cloud computing offer promising 
solutions to manage and mitigate these pollution 
types, thus enhancing urban mobility and quality of 
life (Kaginalkar et al., 2021; Liu et al., 2020; Bucchiar-
one et al., 2021; Garcia-Retuerta et al., 2021).

The introduction of predictive and preventative 
measures has introduced a novel approach to combat 
pollution. Specifically, deep learning models have 
demonstrated efficacy in predicting traffic flow at 
intersections, enabling adaptive traffic control and, 
consequently, reducing pollution resulting from traf-
fic congestion (Tian & Pan, 2015; Navarro-Espinoza 
et al., 2022; Yuan et al., 2022). Likewise, IoT devices 
like drones have been deployed for environmental 
surveillance, contributing to pollution monitoring 
and management (Gohari et al., 2022).

Regarding waste management, AI and IoT tech-
nologies hold immense potential. They can optimise 
waste collection, mitigate overflows, and enhance 
recycling processes, leading to a cleaner urban envi-
ronment (Ghazal et al., 2021). For instance, smart 
bins providing real-time data about their status can 
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significantly improve waste collection efficiency 
(Abuga & Raghava, 2021). Furthermore, AI’s imple-
mentation in waste management allows for predictive 
analysis, enabling cities to anticipate and effectively 
plan for waste accumulation and disposal (Gaska & 
Generowicz, 2020).

Nonetheless, the adoption of these advanced 
technologies faces challenges, including inadequate 
infrastructure, insufficient funding, cybersecurity 
risks, and a general lack of trust in these technologies 
(Wang et al., 2021). Understanding and addressing 
these challenges are crucial to realising the full poten-
tial of AI and IoT in developing sustainable smart 
cities (Rani et al., 2021).

4.7. Industry

Artificial intelligence, in conjunction with other 
modern technologies, is undoubtedly reshaping vari-
ous sectors in smart cities. However, the transition to 
Industry 4.0 is not without its challenges, particularly 
concerning cloud-based data storage, computation, 
and communication. Concerns have arisen due to 
problems such as transmission delay, single points of 
failure, and privacy disclosure. As a potential solu-
tion, blockchain technology has been suggested with 
its decentralised, tamper-proof, and transparent 
nature, and it is expected to work alongside AI and 
5G to overcome these challenges (Chen et al., 2022).

In the manufacturing sector, AI has played a 
pivotal role in the development of intelligent systems, 
enhancing decision-making and increasing flexibility 
in physical processes to meet the dynamic global 
market demands (Espina-Romero et al., 2023).

During the era of Industry 4.0 and smart city 
paradigms, the synergistic application of AI and IoT 
has proven to be highly effective in monitoring and 
tracking water consumption, achieving an impressive 
recognition rate of approx. 98 % (Ktari et al., 2022). 
Additionally, in the hospitality sector, AI-enabled 
robots are being deployed to provide personalised 
services and facilitate seamless guest experiences 
(Gupta et al., 2022). Notably, these technologies have 
had a significant impact on the hotel industry by 
improving service quality and minimising opera-
tional costs (Khan et al., 2017; Nam et al., 2021).

Digital Twin technology, recognised as one of the 
top ten strategic technology trends by Gartner Inc. in 
2017, has been integrated into manufacturing and the 
Industrial Internet of Things. The combination of AI, 
machine learning, deep learning, and big data within 
the Industry 4.0 paradigm has facilitated this integra-

tion, enabling predictive analysis of potential issues, 
thus preventing downtime and fostering new oppor-
tunities (Augustine, 2020).

Furthermore, the transition from Industry 4.0 to 
Industry 5.0 has witnessed an increased adoption of 
metaverse technology, promoting responsible digital 
transformation. However, this transition is not with-
out challenges, including potential job losses due to 
automation, increased energy consumption, and the 
ongoing financial commitments required by AI sys-
tems. Therefore, sustainable practices and responsible 
digitisation must play a central role in managing 
these challenges (De Giovanni, 2023).

Industry 5.0 signifies a paradigm shift, emphasis-
ing collaboration between humans and machines to 
enhance customer satisfaction. This shift involves the 
utilisation of advanced technologies, such as big data 
analytics, IoT, collaborative robots, blockchain, digi-
tal twins, and future 6G systems (Adel, 2022). In the 
transition to a circular economy (CE), the construc-
tion industry is notably leveraging these digital tech-
nologies for asset tracking, performance optimisation, 
and increased salvage value, ultimately contributing 
to a more sustainable industry (Elghaish et al., 2022). 

Finally, it is crucial to acknowledge that this 
increased reliance on AI demands a better under-
standing and management of potential environmen-
tal, social, and economic impacts. Combining tools 
such as Life Cycle Assessment (LCA) with AI and 
machine learning can help anticipate uncertainties in 
the early stages of design, thereby contributing to the 
comprehensive performance assessment of smart cit-
ies (Ragab et al., 2023).

Conclusions

The transformative influence of artificial intelli-
gence within the context of smart cities is undeniable. 
AI has permeated various sectors, catalysed by com-
plementary technologies, such as the Internet of 
Things, blockchain, machine learning, deep learning, 
and federated learning. These benefits include 
enhanced efficiency, accessibility, and an improved 
quality of life in urban areas. However, the amalga-
mation of these advancements brings forth a plethora 
of new challenges that warrant further research and 
investigation.

Foremost among these challenges is the issue of 
data security and privacy. The ubiquitous integration 



Volume 15 • Issue 4 • 2023

69

Engineering Management in Production and Services

of IoT technologies amplifies the volume of generated 
data, leading to significant security and privacy con-
cerns (S. K. Singh et al., 2020). These concerns often 
stem from centralisation and resource constraints, 
necessitating innovative solutions such as deploying 
blockchain and federated learning.

Within urban mobility, AI and digital technolo-
gies have revolutionised the landscape, bringing for-
ward innovations such as AVs, EVs, and UAVs. 
Specifically, the application of AI for mobility plan-
ning and journey tracking certification via AI and 
blockchain, along with concepts like Mobility-as-a-
Service, form promising areas of exploration. How-
ever, these advancements are not devoid of security 
challenges, highlighting the need for further research 
in this domain (Kim et al., 2021).

AI’s transformative impact extends into the 
energy sector, where intelligent solutions reshape 
energy management and sustainability practices. The 
role of AI in promoting renewable energy adoption, 
forecasting energy consumption, and developing 
Integrated Local Energy Systems is increasingly pro-
nounced (Ghadami et al., 2021; Le et al., 2019; Khan 
et al., 2021). This evolution necessitates standardised 
regulations regarding energy efficiency as AI and big 
data technologies advance, signifying another area 
ripe for future research (Anthopoulos & Kazantzi, 
2022).

In the health sector, advancements such as Digi-
tal Twin technology and the integration of GeoAI 
provide opportunities for location-specific health 
interventions (Laamarti et al., 2020; Kamel Boulos et 
al., 2019). However, optimising data handling, 
addressing privacy and security concerns, and 
improving data sharing protocols require further 
research. The ethical and societal implications of 
these applications should also be studied to under-
stand their potential impacts on citizens’ rights and 
trust (Kummitha, 2020).

With regard to environmental management, AI 
can contribute to mitigating urban growth challenges 
such as pollution through applications like traffic flow 
prediction and optimised waste management sys-
tems. However, the adoption of these technologies is 
not without its challenges, including infrastructure 
development, funding, and cybersecurity risks, 
pointing towards the need for further research (Wang 
et al., 2021; Rani et al., 2021).

Finally, the industrial sector, transitioning 
towards Industry 4.0 and 5.0, heavily depends on AI 
and blockchain technologies. The potential for job 
losses due to automation, increased energy consump-

tion, and the financial commitments required by AI 
systems are challenges that need to be addressed, 
advocating for further research into sustainable prac-
tices and responsible digitisation (De Giovanni, 
2023).

In conclusion, while the integration of AI in 
smart cities holds promising potential for transform-
ing urban life, it is also accompanied by a series of 
challenges related to data security, privacy, and regu-
latory compliance. Future research needs to grapple 
with these issues to unlock the full potential of AI and 
facilitate sustainable growth and advancement of 
these technologies.
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Generative AI in the manufacturing 
process: theoretical considerations

A B S T R A C T
The paper aims to identify how digital transformation and Generative Artificial 
Intelligence (GAI), in particular, affect the manufacturing processes. Several dimensions 
of the Industry 4.0 field have been considered, such as the design of new products, 
workforce and skill optimisation, enhancing quality control, predictive maintenance, 
demand forecasting, and marketing strategy. The paper adopts qualitative research 
based on a critical review approach. It provides evidence of the GAI technology support 
in the mentioned areas. Appropriate use of emerging technology allows managers to 
transform manufacturing by optimising processes, improving product design, 
enhancing quality control, and contributing to overall efficiency and innovation in the 
industry. Simultaneously, GAI technologies facilitate predictive analytics to forecast 
and anticipate future demand, quality issues, and potential risks, improve a marketing 
strategy and identify market trends. 
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Introduction 

The advent of digital transformation has signifi-
cantly impacted the landscape of modern entrepre-
neurship and current business. Undoubtedly, digital 
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transformation, defined as the integration and adop-
tion of digital technologies, processes, and strategies 
across various aspects of an organisation, is the pri-
mary challenge of the third decade of the twenty-first 
century, particularly in the post-pandemic era 
(Głodowska et al., 2023), multidimensionally impact-
ing the manufacturing industry defined nowadays as 
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Industry 4.0 (Nosalska et al., 2018). The ongoing 
changes in modern business management are caused 
by the use of several disruptive technologies, includ-
ing blockchain, AR, VR, social media, mobile, and IoT 
(Mazurek, 2018). In recent months, it has gained 
importance because of the Generative Artificial Intel-
ligence (GAI) concept in various managerial aspects 
and dimensions with its business and manufacturing 
advantages (Korzynski et al., 2023) and dark sides 
(Wach et al., 2023). 

This article presents the results of a literature 
review approach based on the analysis of publications. 
The critical review primarily aimed to methodically 
assess, analyse, and integrate the existing body of lit-
erature on applying GAI in the manufacturing process 
to foster the development of innovative theoretical 
frameworks and perspectives within the field. Differ-
ent areas of manufacturing processes have been con-
sidered, such as new product design, innovation 
management, human resources, quality control, pre-
dictive maintenance, forecasting and marketing strat-
egy creation and implementation. The uniqueness of 
this publication lies in the review execution and litera-
ture description on the field of retrofitting and its 
classification. Additionally, it involves the extraction 
of the primary trends presented in the literature.

This publication answers the following questions: 
What is the current development stage of theory 
linked with the GAI application in the manufacturing 
process? What are the most important managerial 
insights concerning the application of AI to manufac-
turing processes? What AI implications can be found 
in the literature on several manufacturing and product 
engineering dimensions? 

The article consists of four parts. The introduc-
tion includes a description of the techniques and 
technologies connected to AI in manufacturing pro-
cesses. The second part presents the research methods. 
The third part describes the research results, focusing 
on such dimensions as new product design, innova-
tion management, human resources, quality control, 
predictive maintenance, forecasting and marketing 
strategy. The fourth part summarises the article.

1. Methodology  

An integrative or critical review approach was 
employed to achieve the research objective. The 
applied method provided a framework for under-
standing and appreciating the complexities of narra-

tive literature. Many integrative literature reviews are 
designed to tackle subjects that have matured or are 
in the early stages of emergence. In the case of emerg-
ing topics, the primary aim is to establish initial or 
preliminary concepts and theoretical frameworks 
rather than simply revisiting existing models (Snyder, 
2019).

The main aim of this critical review was to sys-
tematically evaluate, critique, and synthesise the body 
of literature relevant to GAI application in the manu-
facturing process. This comprehensive analysis was 
conducted in a manner designed to facilitate the 
emergence of novel theoretical frameworks and per-
spectives within the field.

The integrative review method led to the 
advancement of knowledge and the development of 
theoretical frameworks rather than merely providing 
an overview or description of previous research (Sny-
der, 2019).

The authors’ intention was to provide an inte-
grated, synthesised overview of the current state of 
knowledge and research insights, existing gaps, and 
future research directions in the field of AI applica-
tion in manufacturing processes (Palmatier et al., 
2018). Alongside the normative recommendations, 
this review provides summaries and suggestions that 
could provide valuable managerial insights (Mazum-
dar et al., 2005) into the future application of AI to 
manufacturing processes. 

Authors adopted domain-based review papers, 
which allowed for reviewing,  synthesising, and 
extending a body of literature in the substantive 
domain, i.e., AI application in the manufacturing 
process. The manufacturing process structure refers 
to the organisation and sequence of activities involved 
in the production of goods or products. It outlines the 
steps and stages required to transform raw materials 
or components into finished products. The specific 
structure of a manufacturing process can vary widely 
depending on the industry, product complexity, and 
technology used. Considering the complexity and 
comprehensiveness of manufacturing processes, the 
conducted literature studies were focused on the fol-
lowing processes supporting the manufacturing pro-
cess: the design of new products, workforce and skill 
optimisation, enhancement of quality control, pre-
dictive maintenance, demand forecasting, and mar-
keting strategy.

The application of the critical literature review 
method aimed to answer the following research ques-
tions:
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• How can AI adaptation help manufacturers to 
create products that are more efficient, effective, 
and safe?

• How can AI adaptation help analyse and predict 
the necessary skills required for manufacturing 
processes?

• How can GAI be used to identify defects in prod-
ucts and processes?

• How can GAI be used as a proactive approach to 
maintenance to predict when equipment and 
machinery are likely to fail or require mainte-
nance?

• How can AI be used to analyse market trends, 
consumer behaviour, and sales data to predict 
demand for manufactured goods?

• How can AI be used to optimise marketing strat-
egies and improve the timing of product releases, 
promotional campaigns, or sales events?

2. Literature review and 
theory development

2.1.  Application of Generative AI in the 
design of new products

This research study investigates the GAI’s possi-
ble transformative effects within the product design 
domain. GAI can be harnessed for designing new 
products because it can explore vast design spaces, 
generate diverse and innovative solutions, and opti-
mise designs based on predefined parameters (Kwong 
et al., 2016). GAI is applied to explore innovative 
design possibilities and generate optimum product 
designs, considering user-defined parameters (Cappa 
et al., 2021). This novel GAI methodology has the 
potential to transform manufacturing procedures by 
facilitating the development of goods that possess 
enhanced efficiency, effectiveness, and safety, espe-
cially in the post-pandemic world (Villar et al., 2023). 

In recent years, the emergence of GAI has pre-
sented novel opportunities for innovation across sev-
eral industries (Cappa et al., 2021), such as the 
automotive industry (e.g., Tesla). Another example 
could be bioengineering. In recent times, additive 
manufacturing (AM) has been widely used to create 
things specifically designed for human use, including 
orthoses, prostheses, therapeutic helmets, finger 
splints, and other customised devices (Liu et al., 
2022). Product design is a domain that shows signifi-
cant potential for application, where GAI might serve 

as a crucial tool for exploring and optimising design 
spaces (Di Vaio et al., 2020). This study focuses on the 
possible advantages of utilising GAI to design novel 
goods, with a particular emphasis on developing 
solutions characterised by enhanced efficiency, effec-
tiveness, and safety. GAI can explore new design 
possibilities and generate optimised designs based on 
user-defined parameters. Designers can input user-
defined parameters into GAI systems, guiding the AI 
to generate designs that meet specific criteria. This 
user-centric approach ensures the final product’s 
alignment with the intended goals and requirements. 
This can help manufacturers to create more efficient, 
effective, and safe products. 

GAI can evaluate extensive datasets of preexist-
ing designs, acquiring knowledge of patterns and 
correlations among different design components. 
This allows it to investigate vast design possibilities 
that may be inconvenient or time-consuming for 
human designers to navigate. GAI functions by lever-
aging machine learning concepts, allowing the system 
to acquire knowledge from extensive datasets and 
produce novel outputs according to predetermined 
criteria (Plantec et al., 2023). Within the realm of 
product design, this technology allows designers and 
manufacturers to swiftly and effectively explore  
a wide range of design possibilities (Iansiti & Lakhani, 
2020). GAI algorithms can develop designs that meet 
or surpass specified requirements by incorporating 
user-defined characteristics such as material quali-
ties, weight limitations, and performance standards 
(Plantec et al., 2023). Through an iterative process, 
these algorithms may generate designs that follow the 
given specifications (Lei et al., 2022).

In conclusion, GAI presents a groundbreaking 
opportunity for revolutionising product design pro-
cesses (Hu et al., 2023). The utilisation of GAI holds 
immense potential for transforming the processes 
involved in product design. GAI, due to its capacity to 
navigate extensive design spaces and swiftly produce 
optimum solutions, is positioned as a pivotal facilita-
tor for innovation in the manufacturing sector (Lei et 
al., 2022). The utilisation of this technology serves as 
a demonstration of its capacity to generate products 
with enhanced efficiency, efficacy, and safety. The 
ongoing progress of technology has led to the poten-
tial incorporation of GAI in the field of product 
design, which can revolutionise several industries 
and facilitate the creation of innovative products that 
surpass existing limitations (Wang & Wu, 2024). As 
technology continues to advance, the integration of 
GAI in product design holds the promise of reshap-
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ing industries and driving the development of prod-
ucts that push the boundaries of what is currently 
achievable. 

2.2.  GAI as a facilitator of the HRM 
process in manufacturing

In the era of Industry 4.0, the fusion of advanced 
manufacturing processes and cutting-edge digital 
technologies, such as general artificial intelligence, 
heralds unparalleled innovations in human resource 
management (HRM) (Sigov et al., 2022; Rymarczyk, 
2021). Looking ahead to Industry 5.0, where human 
collaboration with machines is expected to be more 
harmonious and optimised (Leng et al., 2022), the 
role of GAI becomes even more pivotal. Industry 5.0 
focuses on the coalescence of human touch with 
technological autonomy, aiming to create a balanced 
ecosystem where human creativity and machine effi-
ciency coexist and complement each other (Adel, 
2022).

In its current form, GAI, such as ChatGPT, can 
be incorporated into work settings as an element of a 
custom network of applications (OpenAI, 2023). 
Therefore, the potential utility of GAI, exemplified by 
technologies like ChatGPT, extends beyond just text 
generation (Korzynski, Kozminski, & Baczynska, 
2023). Its diverse functionalities can seamlessly inte-
grate with various HRM systems, working collabora-
tively to enhance and streamline numerous 
HR-related processes in the manufacturing sector. 
The integration of GAI with HRM systems can facili-
tate the comprehensive analysis and synchronisation 
of various elements, such as workforce planning 
(Koole & Li, 2023), scheduling shifts (Dworski, 2023), 
position description analysis (Chang & Ke, 2023) and 
performance management (Budhwar et al., 2023).

In reference to workforce planning and schedul-
ing, constant manufacturing operations demand 
accurate planning (Heuser, Letmathe, & Schinner, 
2022), and GAI can synchronise various elements, 
such as production demands, employee availability, 
and skill sets, to formulate optimised shift schedules. 
This application ensures that every shift is adequately 
staffed with individuals possessing the right skills, 
enhancing the alignment with production targets 
while maintaining compliance with labour regula-
tions.

Furthermore, GAI holds the key to revolutionis-
ing position description analysis and task standardi-
sation. Considering the advancements brought about 
by smart factories, a precise understanding and 

delineation of tasks and roles become increasingly 
vital. Automated and semi-automated systems in 
manufacturing lines coexist with manual processes, 
highlighting the significance of clear and well-defined 
position descriptions (Cha et al., 2023). By harness-
ing GAI to analyse and standardise position descrip-
tions and tasks, organisations ensure clarity and 
uniformity in role expectations and responsibilities, 
synchronising manual and automated processes 
effectively.

Additionally, in performance management 
within the manufacturing milieu, adherence to spe-
cific production norms is pivotal. GAI may play a 
fundamental role here by continually analysing 
employee activities and outputs. By monitoring 
adherence to production norms and standards, GAI 
provides critical insights and data that enable both 
managers and employees to refine and optimise per-
formance (Khang et al., 2023). This continuous over-
sight and analysis ensure that any deviations from the 
established norms are rapidly identified and rectified, 
contributing to the streamlined and effective func-
tioning of the manufacturing operations.

In the sphere of smart factories, the deployment 
of GAI furthers the enhancement of performance 
management. The centralised data hubs in smart fac-
tories, which streamline the rapid exchange of infor-
mation, are leveraged by GAI to meticulously monitor 
and analyse employee performance and operations 
(Haponik, 2022). This integration facilitates instanta-
neous feedback and insights, enabling immediate 
corrective actions and ensuring the consistent align-
ment of operations with established production 
norms and standards.

2.3.  Enhance quality control process by 
AI

Quality control, defined as a systematic process 
involving checks, testing, verification, and response, 
ensures that product features and process conditions 
align with design standards and internal and external 
specifications (Hull, 2011). It entails examining prod-
ucts at various stages of the production process to 
guarantee they meet specific criteria, such as size, 
weight, colour, or other requirements (Nadira, 2023). 
Despite being a critical aspect of modern manufac-
turing, it presents significant challenges and demands 
substantial time. As production enterprises expand 
and the demand for higher product quality rises, 
industrial processes have become increasingly intri-
cate. Consequently, the likelihood of production sys-
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tem failures and the associated hazards related to 
product quality have escalated. When faults occur in 
the production process, specific product quality 
indicators can fluctuate, leading to subpar quality (Xu 
et al., 2024).

The rapid advancement of information technolo-
gies makes it crucial to utilise them for monitoring 
and achieving stable, precise control over industrial 
processes and product quality (Xu et al., 2024). To 
address challenges in industrial process monitoring, 
fault diagnosis, and product quality control, experts 
and scholars have proposed the application of AI 
(Hartung et al., 2022; Zeng et al., 2022; Xu et al., 
2024), including GAI as evidenced in recent studies 
(Narasimhan, 2023; Raja, 2023; Wang et al., 2019). 
The utilisation of GAI holds the potential to enhance 
quality control processes by effectively detecting and 
identifying defects and anomalies in various prod-
ucts. GAI can create virtual models of products, ena-
bling simulation of the manufacturing process. This 
aids in the early detection and prevention of potential 
defects and anomalies in actual products (Raja, 2023).

GAI can revolutionise manufacturing quality 
control in several ways, such as (Raja, 2023):
• Defect identification. GAI  can rapidly identify 

product defects by analysing images or data from 
manufacturing processes. This capability enables 
manufacturers to detect defects in real-time dur-
ing the manufacturing process, ensuring that 
products meet quality standards before they are 
delivered to customers. 

• Defect prediction. GAI can anticipate and iden-
tify potential product defects by leveraging his-
torical defect data. With this capability, 
manufacturers can then pinpoint vulnerable 
areas and take proactive measures to prevent 
these issues.

• Automated quality control. GAI can automate 
quality control tasks by analysing more data 
about each production process and product, 
especially in defect inspection. It enhances accu-
racy and efficiency in quality control processes 
and boosts worker productivity, allowing them to 
concentrate on other essential tasks. 

• Personalised quality control. GAI facilitates the 
personalisation of quality control processes by 
developing tailored inspection plans for different 
product types. It guarantees that each product 
undergoes scrutiny at a suitable level, ensuring 
compliance with the necessary quality standards.
In the conventional quality control process, 

humans are responsible for tasks such as understand-

ing requirements, preparing and conducting tests, 
and reporting defects. However, this approach is 
prone to human errors, is time-consuming, and 
encounters challenges related to scalability in com-
plex systems. GAI revolutionises quality control by 
automating these tasks and ensuring comprehensive 
test coverage, overcoming these challenges. Using 
machine learning algorithms trained on extensive 
datasets and continuous learning from previous 
errors, thus eliminating the need for human supervi-
sion and ensuring significant time and resource sav-
ings, GAI (Nadira, 2023; Vaddi & Khan, 2023):
• comprehends requirements and autonomously 

generates test cases;
• autonomously generates test data;
• automates test execution, minimising errors and 

time consumption;
• enhances test generation and execution, leading 

to quicker testing cycles, improved precision, and 
elevated product quality;

• generates clear, concise, and actionable reports 
after executing the test cases and

• predicts potential issues and forecasts and likely 
points to failures before they occur, enabling 
proactive and real-time addressing of problems.
The overall comparison between the traditional 

quality control process and the GAI-based quality 
control process is presented in Table 1.

Some examples of how GAI is being used in the 
manufacturing quality control process include (Raja, 
2023; Srivastava, 2023; Wlodarczyk, 2023):
• Intel: GAI is used to detect imperfections in 

computer chips. By analysing images of computer 
chips, GAI identifies defects that are too minus-
cule for human observation, significantly 
enhancing Intel’s chip quality.

• Bosch: GAI is used to forecast defects in automo-
tive components. The company uses GAI to 
examine historical defect data, predicting which 
parts are more likely to be faulty. This predictive 
approach has significantly reduced the number of 
defective automotive parts shipped to customers. 

• BMW: GAI is used to predict defects in car parts. 
AI employs computer vision to analyse images or 
videos of components and undergoes training to 
differentiate between defective and non-defective 
car parts. Once trained, AI can inspect new car 
parts in real-time, promptly identifying any 
defects and detecting deviations from the stand-
ard, ensuring all required parts are without 
defects and correctly mounted in their designated 
places.
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Tab. 1. Traditional and GAI-based quality control process 

Aspects Traditional Quality Control Process Generative AI-Based Quality Control Process

Tasks of the quality control process

Test case generation

Manual creation of test cases based on various 
manufacturing documents and human experiences. 
Limited by human capacity and understanding, time-
consuming

Automatic generation of diverse test cases based  
on provided scenarios and AI algorithms. Saving time, 
improving the breadth, depth, and scalability  
of testing

Test data generation 

Manual creation of test data or generation of test data 
using predefined templates. May lack diversity and 
volume, time-consuming, and overlook certain real-
world scenarios

Automatic generation of diverse, high-volume, and 
realistic test data. Saving time, improving the breadth, 
depth and scalability of testing

Test execution 

Manual testing by human testers. Requirement of 
human intervention to interpret results and generate 
summary reports. Time-consuming, limited by human 
capacity and understanding

Automatic testing. Automatically generating clear, 
concise, and actionable reports after executing the 
test cases. Reducing human involvement, speeding up 
the test process  by quickly generating test cases and 
data

Defect identification 

Spotting patterns and anomalies depends largely on 
the skill and experience of human testers. Some 
defects might be missed. Reactive approach with 
errors being detected post-production

Spotting patterns and anomalies more consistently, 
possibly finding defects that human testers might 
miss. Proactive identification of errors and prevention

Defect prediction
Manually leveraging and analysing historical defect 
data. Some defects might be missed and lacking 
proactive measures to prevent these issues

Automatic leveraging and analysing historical defect 
data. Pinpointing vulnerable areas and implementing 
proactive measures to prevent these issues

Features of quality control process

Realism 
Human bias may result in overlooking certain real-
world scenarios

AI models can more accurately mimic real-world 
scenarios, leading to more effective testing

Scalability 

Limited scalability, challenging for complex systems. 
Scaling up requires additional human resources and 
time

Scalable and capable of handling intricate processes. 
AI models can easily handle large data volumes and 
more complex scenarios, making them highly 
scalable

Time and resource ef-
ficiency    

Time-consuming and resource-intensive. Manual 
creation of test case and data, the test execution and 
analysis of defects

Efficient use of time and resources. AI models 
efficiently generate test cases and data, automating 
the execution of tests and analysis of defects

Learning from past 
errors

Limited ability to learn from historical data. Limited by 
human capacity and understanding, time-consuming

Continuous learning, improving over time   

Human oversight 

High dependency on human supervision. Requirement 
of regular manual updates and adjustments based on 
changes in requirements

Reduced need for human interventions. AI models 
can be retrained and adapted to new or updated 
requirements

 
Source: elaborated by the authors based on Narasimhan (2023), Raja (2023) and Vaddi and Khan (2023).

• Siemens: GAI is used to automate wind turbine 
quality control. This technology is used by Sie-
mens to customise inspection plans for various 
wind turbines, streamlining the quality control 
process and enhancing efficiency in wind turbine 
production.

• Georgia-Pacific: GAI is used to enhance the qual-
ity of paper production. AI prevents paper tear-
ing during production by predicting the optimal 
speed for converting lines.
Overall, the integration of GAI into the quality 

control process opens new possibilities for innovative 
transformation and efficiency enhancement of the 
quality control process. GAI promises to reshape 

manufacturing quality control, making it swifter, 
more effective, and exceptionally precise. Using the 
analysis of production data and the application of 
machine learning algorithms, it can pinpoint poten-
tial quality problems and defects. 

This proactive approach empowers manufactur-
ers to address issues in real time before they escalate, 
ensuring smoother production processes. Neverthe-
less, the effectiveness of AI in quality control directly 
depends on the quality and diversity of data it is 
trained on, as well as test algorithms. Test data and 
algorithms are important in delivering accurate and 
consistent results and deriving edge-case scenarios or 
exceptions.
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2.4.  Application of artificial  
intelligence in the context  
of predictive maintenance  
in production processes

Predictive Maintenance (PdM) is a proactive 
maintenance strategy that uses data, analytics, and 
machine learning to predict when equipment or 
machinery will likely fail, allowing for timely mainte-
nance interventions. The main goal of PdM is to 
anticipate potential issues and perform maintenance 
activities just before they are needed, avoiding unex-
pected breakdowns and minimising downtime. There 
is strong evidence that using AI-based solutions 
improves the maintenance process in companies. AI 
can be applied to various stages of PdM, encompass-
ing Data Collection, Data Preprocessing, Feature 
Selection, Model Training, Model Evaluation, 
Deployment, Monitoring, Alerts and Notifications, 
Maintenance Intervention and Feedback Loop. Arti-
ficial intelligence in the context of improving mainte-
nance processes is applicable when maintenance 
processes are carried out by humans (in the form of 
inspections) (Shin et al., 2021) and when they are 
automated.

Cost savings are among the primary benefits of 
PdM (Shin et al., 2021), resulting from improving 
productivity (e.g., downtime reduction) (Arena et al., 
2022); reducing environmental negative  impact (e.g., 
waste reduction) (Allahloh et al., 2023), improving 
safety conditions (Katreddi et al., 2022) and reliability 
(Achouch et al., 2022).

The literature provides numerous examples of 
studies indicating the application of AI for mainte-
nance operations in various industries and sectors: 
the renewable energy industry (Shin et al., 2021), 
manufacturing and processing of wood products 
(Rossini et al., 2021), the power generation industry 
(Allahloh et al., 2023), the automotive sector (The-
issler et al., 2021; Arena et al., 2022; Katreddi et al., 
2022) and particular industrial infrastructure 
(machinery) (Pandey et al., 2023). 

Based on the experiment being conducted by 
Bahrudin Hrnjica and Selver Softic (2020), the inte-
gration of explainable AI, embodied in a dependable 
prediction model and visual representations, can 
effectively assist in mitigating avoidable costs linked 
to unscheduled downtime resulting from machine 
errors or tool failures. This means that by having an 
AI system that predicts potential issues and provides 
understandable explanations and visual insights into 
those predictions, businesses can make informed 

decisions to address issues pre-emptively (Bahrudin 
Hrnjica, Selver Softic, 2020). 

To overcome the limitations of relying solely on 
human inspection, Shin et al. (2021) employed 
machine vision approaches to create AI-based solu-
tions (AI-assisted approach) for image-based fault 
diagnoses. The authors examined the impact of AI 
based on deep learning algorithm assistance on the 
performance and perception of human inspectors, 
considering their task proficiency. The conducted 
studies confirmed that implementing AI to support 
inspectors significantly improved results (specificity, 
sensitivity, and time efficiency), particularly when 
inspectors were not experts in their field. 

The results demonstrated that AI can yield sig-
nificant benefits in scenarios with limited human 
resources and time-consuming expert training. The 
authors have posited the hypothesis that, even in the 
long-term perspective, it is improbable to fully auto-
mate the stage of reading and diagnosing images. This 
limitation stems from the inherent nature of artificial 
intelligence algorithms, which can only recognise 
faults they have thoroughly mastered based on train-
ing data. In situations involving novel issues, human 
involvement remains imperative for the early detec-
tion of potentially catastrophic cases (Shin et al., 
2021). 

The Digital Twin, which can deliver additional 
services by leveraging physical simulation and AI 
algorithms, is another example of applying AI in 
maintenance process improvement. These services 
include such functions as fault diagnosis, trouble-
shooting, predicting the remaining useful life, and 
facilitating maintenance activities (Rossini et al., 
2021). Application of DT solutions enabled the real-
time creation and modification of workflows essential 
for fault diagnosis and predictive maintenance. This 
involves the dynamic addition, removal, or replace-
ment of entities to accurately represent the status of 
components within the system.

Allahloh et al. (2023) showcased the viability of 
markedly improving fuel efficiency and anticipating 
maintenance needs. Our discoveries indicate that 
deploying IIoT and AI solutions opens avenues for 
substantial fuel preservation, heightened perfor-
mance through predictive maintenance, and practical 
strategies for industries to optimise processes and 
enhance efficiency in internal combustion genset 
operations. The IoT platform application allows for 
identifying potential issues before they become criti-
cal problems, significantly reducing downtime and 
maintenance costs (Allahloh et al., 2023).
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The application of artificial intelligence in the 
maintenance field can predict potential system fail-
ures based on specific characteristics or system set-
tings (input variables) and may prevent future failures 
and minimise downtime. 

2.5.  Artificial intelligence application 
for demand forecasting

Forecasting demand plays a vital role in contem-
porary business operations, allowing manufacturers 
to optimise their production processes, effectively 
manage inventory levels, and efficiently fulfil cus-
tomer requirements (Ghosh, 2022; Tadayonrad  
& Ndiaye, 2023; Viverit et al., 2023). The emergence 
of artificial intelligence (AI) has provided businesses 
with a potent tool for examining intricate datasets 
and making more precise prognoses regarding future 
demand (Kumar et al., 2023). This part elucidates the 
utilisation of AI for analysing market trends, con-
sumer behaviours, and sales information, ultimately 
heightening the accuracy of demand forecasting and 
contributing to improved decision-making within 
manufacturing workflows.

In the rapidly changing and dynamic landscape of 
contemporary business, grasping market trends is 
imperative to maintain a competitive edge (Li et al., 
2022; Mathur et al., 2023). AI algorithms can analyse 
extensive quantities of information from diverse ori-
gins, including social media, online forums, news 
articles, and industry reports. This enables them to 
detect emerging trends and changes in consumer 
preferences (Liyanage et al., 2022). AI can extract valu-
able understandings regarding customer conversa-
tions, the rising popularity of specific products, and 
the influential trends steering purchasing choices by 
evaluating sentiment analysis, keyword frequency, 
and topic modelling. These insights equip manufac-
turers with the information needed to adapt their 
production strategies and harmonise their offerings 
with present and forthcoming market requirements 
(Li et al., 2022). Specifically, AI algorithms can sift 
through vast volumes of data sourced from social 
media platforms, pinpointing nascent trends, senti-
ments, and dialogues about particular products or 
sectors. Applying natural language processing (NLP) 
techniques facilitates sentiment analysis, topic model-
ling, and keyword extraction, thereby facilitating an 
understanding of consumer viewpoints and inclina-
tions. For example, a fashion retailer uses AI to analyse 
social media conversations and identifies that a par-
ticular clothing style is gaining popularity among 

influencers and consumers. This insight prompts the 
retailer to adjust their production plans to meet the 
anticipated demand for that style. Moreover, AI can 
scan news articles, blog posts, and industry reports to 
identify shifts in consumer behaviour, economic 
indicators, and technological advancements that 
could impact market trends. AI can provide insights 
into upcoming trends by analysing the frequency and 
context of certain keywords and phrases. AI-powered 
web scraping tools can also extract data from e-com-
merce platforms, competitor websites, and market-
places to track product prices, availability, and 
customer reviews (Dwivedi et al., 2023). This data can 
be analysed to detect pricing trends, product popular-
ity, and consumer feedback. An online retailer, for 
instance, uses AI-driven web scraping to track com-
petitors’ pricing strategies and identifies that a certain 
product is consistently priced higher than similar 
offerings. This insight helps the retailer adjust their 
pricing strategy to remain competitive.

The utilisation of AI-driven analysis of consumer 
behaviour grants manufacturers an unparalleled 
comprehension of their intended audience (Sohrab-
pour et al., 2021; Yaiprasert & Hidayanto, 2023). AI 
can create detailed customer profiles by collecting 
and interpreting data from e-commerce platforms, 
loyalty programmes, and even IoT devices (Zhu et al., 
2022). Machine learning algorithms can detect pat-
terns within purchasing habits, preferences, and fac-
tors that prompt buying decisions. AI can potentially 
augment the precision of demand forecasting by 
identifying connections between external variables 
like seasonality, economic indicators, cultural occur-
rences, and consumer purchasing trends. This, in 
turn, empowers manufacturers to customise their 
production and marketing approaches to synchronise 
with these discernments, guaranteeing that the 
appropriate products are accessible at the right 
moment and in suitable quantities (Vaid et al., 2023). 
AI-powered sentiment analysis can analyse customer 
reviews, social media interactions, and online con-
versations to gauge consumer sentiment towards 
products and brands (Hyun Baek & Kim, 2023). This 
insight provides businesses with valuable feedback 
and helps them address customer concerns. For 
instance, restaurant chains utilise AI to analyse social 
media posts and reviews. It is discovered that custom-
ers consistently praise their food quality but express 
dissatisfaction with long wait times. The restaurant 
management addresses this issue by optimising their 
service speed, leading to improved customer satisfac-
tion.
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Sales data serves as a goldmine of information for 
demand forecasting (Ma et al., 2016). AI-driven ana-
lytics can construct predictive models by analysing 
historical sales data, considering such elements as 
product life cycle, promotional endeavours, and geo-
graphical discrepancies (Abolghasemi et al., 2020). 
These models can forecast demand with remarkable 
precision, aiding manufacturers in making informed 
decisions about production volumes and inventory 
management. Machine learning algorithms, such as 
time-series analysis, regression, and neural networks, 
can be trained on historical sales data to identify pat-
terns and trends, enabling accurate predictions for 
future demand (Liu et al., 2023). AI can continually 
learn from prior forecasting inaccuracies and modify 
its models accordingly, resulting in progressively 
enhanced accuracy over time. These adaptable mod-
els aid businesses in honing their demand forecasts as 
fresh sales data becomes accessible. For example, an 
automobile manufacturer uses AI to forecast demand 
for different car models. Over time, the AI system 
learns that demand for SUVs is influenced by fluctu-
ating fuel prices and economic indicators. The manu-
facturer can make more accurate predictions and 
optimise production plans. Consequently, incorpo-
rating AI into harnessing sales data for demand pre-
diction allows businesses to make data-driven 
decisions, optimise production, and minimise the 
risk of overstocking or stockouts. By analysing his-
torical sales patterns and their relationships with 
external factors, AI empowers businesses to anticipate 
and meet consumer demand more effectively.

While AI offers immense potential for revolu-
tionising demand forecasting, it is important to 
acknowledge its benefits and challenges. AI-driven 
demand forecasting can lead to reduced inventory 
costs, minimised stockouts, optimised production 
schedules, and improved customer satisfaction 
(Njomane & Telukdarie, 2022; Soori et al., 2023). 
However, implementing AI systems requires substan-
tial initial investment, data infrastructure, and skilled 
personnel. Additionally, the AI prediction accuracy 
relies on the quality and relevance of the input data. 
The dynamic nature of markets and consumer behav-
iour also challenges maintaining accurate forecasts 
over extended periods. As AI continues to evolve, 
demand forecasting techniques will likely become 
even more sophisticated. Predictive analytics, 
machine learning, and data-driven insights will drive 
manufacturers to embrace AI-driven forecasting 
models. Moreover, advancements in AI will facilitate 
real-time analysis, enabling businesses to respond 

swiftly to market changes and consumer behaviours. 
However, ethical considerations, data privacy con-
cerns, and the need for transparent AI decision-
making processes will remain important 
considerations in integrating AI into demand fore-
casting practices.

Integrating AI into demand forecasting processes 
offers manufacturers a competitive edge by providing 
insights into market trends, consumer behaviour, and 
sales data. Manufacturers can make informed deci-
sions, optimise production, and enhance customer 
satisfaction by leveraging AI algorithms to analyse 
these key factors. As AI technology continues to 
advance, its role in demand forecasting is poised to 
become increasingly vital for businesses seeking to 
thrive in a rapidly changing marketplace.

2.6.  Leveraging artificial intelligence 
for enhanced marketing strategies

The adoption of GAI for marketing is rapidly 
growing (Kshetri et al., 2023; De Mauro, Sestino, & 
Bacconi, 2022). By March 2023, 73 % of US businesses 
had already incorporated GAI tools, such as chatbots, 
into their marketing efforts (Dencheva, 2023).

Optimising marketing strategies in the ever-
evolving manufacturing landscape is a crucial success 
facet. With the integration of GAI in manufacturing, 
companies gain a powerful tool for achieving more 
efficient and data-driven marketing approaches. The 
application of GAI in this context goes far beyond 
traditional methods, enabling manufacturers to make 
smarter decisions regarding the timing of product 
releases, promotional campaigns, and sales events. 

One of the most remarkable aspects of utilising 
AI in marketing strategy is the capacity to harness 
predictive analytics. This technology allows manufac-
turers to forecast market trends and consumer behav-
iour with a high degree of accuracy. By analysing 
historical data, market conditions, and consumer 
preferences, GAI systems can identify potential spikes 
in demand for particular products or services. Man-
agers can achieve significant value and a competitive 
edge by making effective data-based decisions (Con-
boy et al., 2020; Sivarajah et al., 2017). Furthermore, 
high-performing companies tend to be more inclined 
to use analytics compared to their less successful 
competitors (LaValle et al., 2011). Companies have 
utilised AI and machine learning to analyse historical 
sales data, market trends, and external factors such as 
weather conditions, which helps them predict con-
sumer demand for their products more accurately. 
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The company’s AI-driven demand forecasting can 
lead to better inventory management and optimised 
marketing campaigns, ensuring products are available 
when and where consumers need them. Utilising 
predictive and behavioural analytics models enables 
the customisation of new product offerings in 
response to evolving customer requirements and the 
precise targeting of marketing initiatives towards 
specific audiences. 

When manufacturers can foresee increased 
demand accurately, they can adjust their marketing 
strategies and production schedules accordingly. This 
ability to predict demand patterns enables companies 
to allocate resources more effectively (Tadayonrad & 
Ndiaye, 2023), ensuring that products are available 
when and where they are most needed. As a result, 
manufacturers can maximise revenue by capitalising 
on market trends and customer preferences on time.

GAI also enables manufacturers to tailor their 
marketing campaigns to specific customer segments. 
AI systems can identify consumer preferences and 
behaviours by analysing vast datasets, allowing for 
highly targeted advertising and promotional efforts. 
Today, marketers can emphasise the customer and 
address their immediate needs as they arise (Haleem 
et al., 2022). GAI plays a crucial role in achieving 
extreme personalisation of content by analysing a 
potential customer’s Internet browsing history, previ-
ous purchases, and other digital traces. This approach 
leads to the creation of dynamic offers, which, in 
turn, can significantly boost the conversion rate of 
promotional offers (Ooi et al., 2023). This level of 
personalisation can significantly enhance the effec-
tiveness of marketing campaigns, ultimately leading 
to higher interactive experiences and increased cus-
tomer satisfaction. By analysing the behaviour of 
similar customers, AI can suggest products more 
likely to resonate with each individual (Haleem et al., 
2022). This approach enhances the customer experi-
ence and increases cross-selling and upselling oppor-
tunities. 

Moreover, GAI aids in efficient resource alloca-
tion, ensuring that marketing budgets are spent in the 
most cost-effective way. Manufacturers can optimise 
their marketing investments and avoid wasteful 
spending by identifying which marketing channels 
and strategies yield the best results. This approach 
enhances a more sustainable and environmentally 
friendly manufacturing process.

GAI can be set to streamline data analysis and 
enhance marketing and customer service interac-
tions. Companies like Nestlé, General Mills, and AB 

InBev have embraced GPT-4 to assist in deciphering 
data for their business intelligence needs. Meanwhile, 
Coca-Cola is leveraging ChatGPT and DALL-E 2 to 
craft their marketing campaigns (Global Data, 2023).

Conclusions

Integrating AI in manufacturing offers a multi-
faceted approach to enhancing product efficiency, 
effectiveness, and safety. Manufacturers can signifi-
cantly improve their overall operational outcomes by 
streamlining processes, optimising resource utilisa-
tion, and implementing advanced quality control 
measures. In the realm of skills analysis for manufac-
turing processes, AI adaptation plays a pivotal role. 
This technology facilitates a proactive approach to 
workforce development by evaluating historical data, 
identifying patterns, and forecasting evolving skill 
requirements, ensuring the necessary competencies 
are identified and cultivated.

GAI contributes to product quality by identifying 
defects in products and processes. Manufacturers can 
swiftly address issues, improving the overall quality of 
their products by analysing data patterns, anomaly 
detection, and real-time insights.

In the maintenance domain, GAI emerges as a 
proactive solution. This technology enables timely 
interventions by predicting equipment failures or 
maintenance needs through comprehensive data 
analysis. This approach helps prevent downtime, 
optimise operational efficiency, and extend the lifes-
pan of machinery and equipment.

AI’s capabilities extend to market dynamics by 
analysing trends, consumer behaviour, and sales data 
to predict demand for manufactured goods. This 
empowers manufacturers to align their production 
with market needs, facilitating efficient inventory 
management and resource allocation.

Furthermore, AI optimises marketing strategies 
by leveraging data analysis. AI enhances overall mar-
keting effectiveness and customer engagement by 
improving the timing of product releases, promo-
tional campaigns, and sales events. This holistic inte-
gration of AI technologies underscores their 
transformative impact on various facets of the manu-
facturing industry.

AI can be leveraged to analyse and predict the 
necessary skills required for manufacturing. It can 
also assist in mapping current employee skills and 
identifying gaps, allowing HR to proactively train or 
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hire to meet future workforce demand. For instance, 
machine learning algorithms can identify patterns in 
worker skills and suggest appropriate training mod-
ules or process adjustments to increase overall manu-
facturing efficiency.

AI can analyse market trends, consumer behav-
iour, and sales data to predict demand for manufac-
tured goods. Integrating GAI in manufacturing 
empowers companies to revolutionise their market-
ing strategies. With predictive analytics, data-driven 
insights, and highly targeted campaigns, manufactur-
ers can respond to shifting market dynamics with 
precision. By maximising revenue and making more 
efficient use of resources, AI is an invaluable tool for 
manufacturers seeking a competitive edge in the 
global marketplace, allowing companies to be flexible 
and adaptable to new trends and staying relevant as 
consumer tastes change.

The future research directions regarding the 
application of artificial intelligence to enhance manu-
facturing processes are expected to be characterised 
by interdisciplinary studies that integrate teams of 
researchers and practitioners from technical, social, 
economic, and ethical disciplines. Undoubtedly,  
a long-term challenge will be the assessment of the 
consequences (positive and negative) of AI applica-
tions in various areas of human life and activity.
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Towards Intelligent Automation (IA): 
literature review on the evolution  
of Robotic Process Automation (RPA), 
its challenges, and future trends

A B S T R A C T
Robotic Process Automation (RPA) and Artificial Intelligence (AI) integration offer great 
potential for the future of corporate automation and increased productivity. RPA 
rapidly evolves into Intelligent Process Automation (IPA) by incorporating advanced 
technologies and capabilities beyond simple task automation. The paper aims to 
identify the organisational, technological, and human-centred challenges that 
companies face in transitioning from RPA to IPA. The research process involved 
conducting the scientific literature search using the ResearchRabbit AI tool, which 
provided a set of reference papers relevant to the formulated research questions. As  
a result of the conducted literature review, the authors identified key challenges and 
possible countermeasures for companies transitioning from RPA to IPA. The resulting 
collection of reference scientific articles formed the basis for this study’s content and 
substantive analysis. Furthermore, this study contributes by identifying artificial 
intelligence techniques and algorithms, such as Natural Language Processing (NLP), 
Machine Learning (ML), Deep Learning (DL), predictive analytics, and others, that can 
be integrated with RPA to facilitate the transition to IPA. The paper also offers insights 
into potential future research areas.
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Artificial intelligence has witnessed rapid expan-
sion in recent years, and its applications are gaining 
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widespread popularity (Wach et al., 2023). There is  
a growing interest across all sectors in AI-driven 
automation software, driven by the near-complete 
automation of administrative operations and signifi-
cant operational efficiency gains enabled by these 
technologies. Nowadays, organisations are leveraging 
cutting-edge automation solutions to optimise their 
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informational operations, with Robotic Process 
Automation technology emerging as particularly 
important and useful (Götzen et al., 2022). This tech-
nology combines software, artificial intelligence, and 
machine learning to automate manual operations 
traditionally performed by humans. It involves pro-
gramming autonomous software robots to replicate 
fundamental administrative procedures. With its 
cognitive capabilities, AI can simulate human behav-
iour and handle unstructured data through machine 
learning, natural language processing, and image 
processing. RPA enables intelligent agents to elimi-
nate operational errors and replicate routine manual 
decisions, including rule-based, well-structured, and 
repetitive decisions that involve substantial amounts 
of data within a digital system (Ng et al., 2021). RPA 
should be considered one of the digital transforma-
tion technologies that assist businesses in automating 
repetitive and regular processes (Kudlak, 2019; Sider-
ska, 2020). In addition to these advantages, the com-
plementary application of artificial intelligence 
methods and methodologies enhances RPA process 
accuracy and execution in information extraction, 
recognition, classification, forecasting, and process 
optimisation (Ribeiro et al., 2021).

Robotic Process Automation and AI integration 
hold significant promise for the future of corporate 
automation and increased productivity. RPA is grow-
ing into Intelligent Process Automation (IPA) by 
incorporating advanced technologies and capabilities 
beyond simple task automation. The transition 
towards IPA is fuelled by the synergy of AI technolo-
gies and automation tools. IPA seamlessly integrates 
automation, machine learning, and artificial intelli-
gence to enhance and streamline corporate processes.

RPA can harness AI’s decision-making capabili-
ties to enhance technical proficiency, readiness for 
new technologies, and process automation potential 
across various application domains, ultimately lead-
ing to Intelligent Automation. According to the 
authors, enterprises can undergo digital transforma-
tion through hyper-automation and potentially over-
come some challenges associated with RPA 
deployment by leveraging artificial intelligence 
(Moreira et al., 2023). Pairing RPA with AI skills 
enhances their capabilities, offering an effective solu-
tion for addressing complex issues and providing the 
means to overcome obstacles that RPA alone faces. 
RPA tools extend AI’s capabilities, aiding organisa-
tions in enhancing their operational and business 
processes. By leveraging artificial neural network 
algorithms, text mining techniques, and natural lan-

guage processing for information extraction, optimi-
sation, and scenario forecasting, RPA tools extend 
AI’s capabilities, ultimately helping organisations 
improve their operational and business processes 
(Lievano-Martínez et al., 2022).

The existing literature offers limited sources on 
the drivers and prerequisites, challenges in imple-
mentation, and future research directions for intelli-
gent automation (Ng et al., 2021; Siderska et al., 2023). 
Therefore, this article aims to identify and understand 
the key organisational, technological, and human-
centred challenges and propose possible counter-
measures for companies transitioning from RPA to 
IPA. Considering this background, the following 
three research questions were formulated to build 
upon existing research advances:

RQ1. What are the key advantages of integrating 
AI with RPA?

RQ2. What are the common AI technologies 
used for IPA transitioning?

RQ3. What are the key challenges of organisa-
tions transitioning from RPA to IPA?

1. Research method 

As previously mentioned, there is a growing 
demand to investigate the research and development 
of intelligent automation. Therefore, this review arti-
cle outlines the challenges in IPA implementation 
and research directions. Based on a literature review, 
the study aims to provide and discuss the challenges 
companies face when transitioning from RPA to IPA. 
Three main approaches were considered to achieve 
this: organisational, technological, and individual 
human-centred levels, following the socio-technical 
framework proposed by Goetzen et al. (2023). The 
authors elaborated and followed the research meth-
odology presented in Fig. 1 to achieve the planned 
goals and address the research questions.

The research began with identifying key concepts 
and definitions within the scope of the review, includ-
ing Robotic Process Automation, Intelligent Process 
Automation, artificial intelligence technologies, cog-
nitive automation, etc. The adopted perspective con-
sidered RPA and IPA from both business and 
human-centred viewpoints.

The next step in the research process involved 
conducting literature screening and searches using 
the ResearchRabbit AI tool. ResearchRabbit is an 
innovative, freely accessible online tool for citation-
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ResearchRabbit also includes features like note-taking 
and highlighting, making it convenient to summarise 
and extract essential information.

The initial step of using the ResearchRabbit tool 
involved providing reference papers relevant to the 
formulated research questions. After adding key 
papers to the collection, the software used AI algo-
rithms to select 150 scientific publications based on 
similarities. An example of finding similar articles to 
the indicated work and related connections is shown 
in Fig. 2. 

ResearchRabbit utilises natural language pro-
cessing, machine learning, and semantic understand-
ing to offer highly accurate and contextually 
meaningful results. It serves as compelling evidence 
of how artificial intelligence has the power to revolu-
tionise information access. Key features of the tool 
include personalised recommendations, where it 
learns from users’ search history and preferences; 
semantic understanding, which enables it to grasp the 
semantic context of queries, enhancing the depth and 
accuracy of search results; trend analysis, by which it 
can identify emerging trends and topics within spe-
cific research fields by analysing patterns in research 
publications, enabling researchers to anticipate 
breakthroughs or pivot their research directions; and 
visual summarisation, where ResearchRabbit AI uti-
lises data visualisation techniques to condense com-
plex information into easily digestible visual 
summaries.

The next step in the research process involved 
conducting a literature review, content analysis, and 
synthesis. The primary goal was to describe the theo-
retical or empirical nature of publications chosen by 
AI algorithms, highlighting major directions for 
future research in these fields and revealing the foun-
dational knowledge pillars. Challenges and potential 
countermeasures were considered at the organisa-
tional, technological, and human-centred levels.

2. Theory development within 
RPA, AI, and IPA

Throughout history, innovative efforts have never 
ceased influencing, improving, and revolutionising 
human life. Recent technological advancements have 
proven to provide an array of solutions and opportu-
nities for various complex problems. More specifi-
cally, the increasingly dominant role of technologies 
like AI has overhauled the common activities related 

to business processes and functions. This trend can 
only be expected to grow rapidly, as Furman and 
Seamans (2019) highlighted how AI-related activity 
in the workforce significantly impacted multiple 
industries, the labour market, and the general econ-
omy. 

It is important to note that the definitions of AI 
prove to be contingent on its boundaries and limits, 
which have mostly become prevalent recently as 
technological developments have made it more diffi-
cult to define AI’s scope (Wang, 2019) specifically. 
Nevertheless, AI is generally viewed as a conglomer-
ate of different techniques, including subjects like 
natural language processing (NLP), machine learning 
(ML), neural networks, and computer vision (Sarker, 
2022). Regarding the subjects of this paper, some 
studies show that the relevant AI techniques can be 
segmented into two (2) categories: classical AI and 
constructed AI (Richardson, 2020). Where classical 
AI refers to the application of pre-defined instruc-
tions towards the machine’s decision-making, the 
latter is defined as the machine’s advanced use of ML 
algorithms to discover patterns from data. 

This notion feeds into the topic of RPA, a software 
solution ostensibly designed to limit the repetitive, 
non-value-added tasks humans perform (Baranaus-
kas, 2018; Costa et al., 2022). Low-complexity busi-
ness tasks are overtaken and concurrently pave the 
way for human workers to embark on more meaning-
ful work. Furthermore, powered by low-code and 
clearly defined definitions, companies began to lever-
age RPA solutions to achieve increased productivity 
with ease and employee satisfaction (Kortesalmi et 
al., 2023). The future of RPA highlights how it serves 
as a powerful gateway technology towards advanced 
AI applications (Siderska, 2020). Eventually, as intel-
ligent solutions rapidly evolve, industries are begin-
ning to make headway towards an even smarter and 
more advanced model of RPA, coined Intelligent 
Process Automation (IPA). Richardson (2020) 
describes that the distinction between RPA and IPA 
lies in integrating intelligent features and algorithms 
(AI) that can exceed human capabilities. IPA is gener-
ally recognised as more advanced. Essentially, incor-
porating cognitive functions allows IPA to recognise 
patterns in decision-making, adapt to new data, and 
self-improve through experience (Berruti et al., 
2017). Concerning the categorisation of AI, as RPA 
performs under logic-based rules for repetitive pro-
cesses, it fundamentally fits within the definitions of 
classical AI, while IPA falls under constructed AI 
since it includes ML and AI technologies. Ultimately, 
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a company’s desire to meet its business challenges and 
increase competitiveness can be achieved through 
RPA and IPA integration. Despite the developmental 
differences between the two technologies, both can 
be utilised to support different business departments. 

As mentioned, advanced AI technologies can be 
used to facilitate essential business management 
tasks. The features of RPA and IPAs are capable of 
equipping businesses with strategic opportunities 
and consequently aiding different stakeholders 
involved through their applications. More specifi-
cally, this can ostensibly be achieved through the 
evolution and application of IPA, with its functions 
overshadowing RPA’s relatively limited capabilities. 
Advanced IPA integration can uplift processes’ strate-
gic (business) and human-centred aspects, enforcing 
strategic plans and business improvement. On the 
one hand, since IPAs can improve themselves through 
reinforcement learning, these machines can outper-
form humans in various business tasks. 

Asadov (2023) highlights that streamlining IPA 
into the workforce effectively enables end-to-end 
automation that shortens lead time and eliminates 
process bottlenecks. Furthermore, on top of efficient 
resource allocation, deep learning algorithms and 
cognitive capabilities promise companies real-time 
monitoring and performance analytics (Berrutti et 
al., 2017). In effect, data-driven insights develop 
decision-making to enhance process performance 
and overcome organisational shortcomings, which 
will guide industry leaders towards green practices 
and subsequently create spillover effects towards 
achieving sustainability. On the other hand, IPA 
deployment reaps many beneficial impacts on the 
human stakeholders involved in the business. Accord-
ing to Berruti et al. (2017), human workers can be 
granted improved internal work opportunities and 
roles that exceed their preceding job scope. The addi-
tional responsibilities can cover more meaningful 
and innovative tasks, increasing their agency and 
allowing employees to forge their career paths. 
Touching on another human-centred perspective, 
technologically simplifying interactions through IPA 
can positively enhance the customer journey. Addi-
tionally, possessing comprehensive target clientele 
information leads companies to accurate decision-
making, further enhancing customer relationships. 
Thus, advanced AI inclusion in IPA can unlock sig-
nificant values, drive productivity gains for a business 
and achieve strong customer experience and reten-
tion.

With more companies transitioning towards 
automation, solutions like IPA emerged to meet the 
flourishing demands of outperforming technology. 
Studies show that incorporating technological 
resources and systems into business administration 
will benefit the sectors’ operational and industrial 
growth (Ahmad et al., 2022). In the prospects of 
achieving increased productivity and performance, 
implementing advanced robotic AI solutions has 
impacted various business activities related to differ-
ent departments and stakeholders. Incorporating 
automation of relevant processes through IPA is pri-
marily needed to progress towards innovative move-
ments like the Industrial Revolution 5.0 (IR5.0). 
However, even though businesses know their need to 
implement digital innovation and automation, they 
may face challenges in including such advanced 
technologies.

3. Challenges for 
organisations with IPA 
transitions

The relentless pursuit of operational excellence 
and efficiency has driven the evolving landscape of 
business automation. With increasing technological 
opportunities in AI, digital pioneers grow increas-
ingly aware of the potential benefits IPA offers. 
Compared to the rudimentary predecessor RPA, 
which focused primarily on rule-based, repetitive 
tasks, IPA leverages the capabilities of AI, machine 
learning, and data analytics to automate routine tasks 
and complex cognitive functions. As a result, IPA has 
great potential to empower organisations to realise 
multifaceted advantages that resonate throughout 
their operations.

However, implementing IPA or transitioning 
from RPA to IPA presents significant challenges for 
companies. These challenges go beyond technical 
considerations and are primarily associated with 
organisational adjustments and the changing role of 
the human workforce. Organisations are challenged 
with redefining job roles, addressing data security 
concerns, and providing training and upskilling 
opportunities for employees. Following the socio-
technical framework proposed by Goetzen et al. 
(2023), these challenges are classified into three dis-
tinct categories: organisational, technical, and 
human-centred, as shown in Table 1. A comprehen-
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sive analysis of these challenges is provided in 
subchapters 3.1–3.3, as presented in Table 1.

3.1. Organisational challenges 

Various organisational tasks arise in the transfor-
mation from RPA to IPA. The organisational tasks 
can be classified into four main categories: Leader-
ship, Governance, Process and Task Design, and 
Compliance (Goetzen et al., 2023). The most impor-
tant aspects of each category are discussed in more 
detail below. Afterwards, the question is addressed of 
whether and to what extent the emerging challenges 
depend on the technological maturity of IPA and the 
maturity levels suggested for the transformation to be 
classified. However, further research is needed on 
which challenge can be assigned to which maturity 
level.

Leaders are at the forefront of guiding their 
organisations through the complexities of IPA imple-
mentation. Their ability to provide strategic direction, 
promote alignment, nurture the workforce, and 
effectively manage change and communication is 
fundamental to the success of IPA initiatives. Within 
the literature, several leadership challenges have been 
identified, encompassing strategic planning and flex-

Tab. 1. Challenges for organisations transitioning from RPA to IPA

Challenge 
category/ 

perspective
Key challenges Possible countermeasures  References

organisational • leadership-related challenges, e.g., miss-
ing alignment across business areas, 
workforce management, and change 
management;

• governance-related challenges, e.g., allo-
cation of roles and responsibilities, miss-
ing rule-based frameworks and 
implementation guidelines;

• process and task design-related chal-
lenges, e.g., routine organisation and task 
aspects and deficiencies; 

• compliance and IT security, e.g., missing 
policies, guidelines, and audit processes

• transparent communication protocols 
and knowledge transfer need to be 
considered within the organisational 
design; 

• clear allocation of responsibilities and 
incentives;

• collaborative task design considering 
human aspects and AI limitations;

• definition of clear IT security guidelines 
detailing access rights and data use 
restrictions for humans and IPA bots

Brás et al. (2023); Lievano-
Martínez et al. (2022); 
Feio & dos Santos (2022); 
Chakraborti et al. (2020); 
Flechsig (2021); Agostinelli 
et al. (2020); Kedziora & 
Hyrynsalmi (2023); Brás et 
al. (2023)

technological • lack of good quality data for ML;
• wrong ML model chosen for a task;
• challenges in software integration

• data curation;
• trained ML engineers and better docu-

mentation of the algorithms with practi-
cal use cases and open-source reference 
implementations;

• better standardisation and compliance 
with standards;

Kedziora & Hyrynsalmi 
(2023)

human-centred • transformation of job roles;
• novel skills and competence demands;
• fear of job loss, identify void & less-

abled;
• mutual learning between heterogene-

ous actors

• clarification and implementation of new 
job roles;

• identification of required skills and 
competence;

• AI-related learning at the workplace 
with support from new HR practices

Moulaï et al. (2022); 
Schulte et al. (2022); Süße 
et al. (2023)

ibility, alignment across business areas, workforce 
management, change management, and communica-
tion, explained in the following paragraph.

A paramount challenge in leadership involves the 
formulation of a roadmap and strategy for IPA imple-
mentation, which necessitates careful planning to 
ensure the successful integration of IPA into organi-
sational processes (Feio & dos Santos, 2022; Kedziora 
& Hyrynsalmi, 2023). Notably, the strategy must be 
adaptable, given the dynamic nature of processes that 
are in constant flux (Brás et al., 2023). Organisations 
must adopt a comprehensive approach to harness the 
full advantages of automation and effectively mitigate 
risks, failures, or potential threats. It should involve 
ensuring alignment between the business and IT, 
business continuity, and the implementation of new 
controls specifically tailored to address the unique 
risks associated with IPA (Brás et al., 2023). Brás et al. 
(2023) and Lievano-Martínez et al. (2022) recom-
mended a holistic approach to addressing this chal-
lenge. Organising and managing the workforce 
effectively is a multifaceted challenge. Ensuring the 
organisation possesses the requisite human resource 
capabilities is imperative for successful IPA imple-
mentation (Feio & dos Santos, 2022). Thus, employees 
must receive training to develop new skills related to 
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IPA. Additionally, it is essential to prevent deskilling, 
whereby employees do not lose their creative and 
judgmental abilities during the automation process 
(Flechsig, 2021; Kholiya et al., 2021; Zeltyn et al., 
2022; Feio & dos Santos, 2022). Furthermore, a chal-
lenge arises from the scarcity of qualified experts in 
this field (Flechsig, 2021; Kholiya et al., 2021). Change 
management is an integral part of IPA implementa-
tion. It involves orchestrating the transformation and 
ensuring the changes are seamlessly integrated into 
the organisational culture and practices. Effective 
communication is paramount in achieving internal 
organisational synergies, managing expectations, and 
mitigating user resistance (Flechsig, 2021; Mohanty 
& Vyas, 2018; Kedziora & Hyrynsalmi, 2023), also 
encompassing the readiness of the organisational 
culture and technology (Feio & dos Santos, 2022).

Governance is the guiding framework that 
ensures IPA initiatives are executed precisely and in 
alignment with the organisation’s strategic objectives. 
It establishes the rules of engagement, resolves con-
flicts, defines the scope and provides the necessary 
support to make IPA adoption a success. The litera-
ture review identified three major governance-related 
challenge areas: allocation of responsibilities, rule-
based framework, and adoption and implementation 
guidelines. Responsibilities and rules must be clearly 
defined during implementation (Flechsig, 2021). 
Lievano-Martínez et al. (2022) stated that responsi-
bilities must be separated, and a review of mecha-
nisms must ensure that conflicts are resolved quickly, 
e.g., via a decision matrix framework, programmed 
meetings, and reporting rules. According to 
Chakraborti et al. (2020), new frameworks and 
approaches are required to enable the composition 
and collaboration of multiple IPA-bots. In addition, 
the scope of autonomy and decision-making of the 
bot needs to be determined (Flechsig, 2021). Herm et 
al. (2021) claimed that critical success factors need to 
be identified so that methodological support for 
adoption and implementation can be developed. Brás 
et al. (2023) supported this by stating that adopting 
new processes entails evaluating and understanding 
the impact on business continuity.

The imperative for process and task (re-)design 
emerges as a requisite for restructuring operations, 
with the primary objective of optimising the syner-
gistic collaboration between IPA bots and the human 
workforce. This restructuring aims to enhance opera-
tional efficiency and effectiveness by harmonising the 
capabilities of IPA bots with human skills and exper-
tise. Challenges within the process and task design 

could be assigned to the following categories: data 
challenges, process and routine organisation and task 
aspects and deficiencies. The crucial data issue lies at 
the heart of process and task design. Initially, it is 
imperative to identify, clean, and transform the perti-
nent data to make it amenable to automation 
(Chakraborti et al., 2020). However, within the con-
text of IPA, a heightened demand for data quality 
arises, accompanied by the risk of potential data gaps 
essential for model building (Kaarnijoki, 2019). 
Kaarnijoki (2019) further highlighted the data 
dimension by underscoring the challenge of avoiding 
or accounting for data bias within training data. This 
bias may stem from certain features present in the 
dataset. When an automated model is trained on 
biased data, it consequently inherits the same biases, 
potentially impacting its accuracy and fairness.  
A parallel challenge emerges in managing the pro-
cesses and routines vital to the success of an IPA 
implementation. In this context, adopting new proce-
dures unfolds rapidly, often potentially disrupting 
existing workflows (Brás et al., 2023). The effective-
ness of automation hinges on the identification of 
suitable routines and processes that can be automated 
(Agostinelli et al., 2020, p. 4). As Godbolde et al. 
(2022) articulated, determining the utility of auto-
mating specific IPA opportunities requires compre-
hensively assessing the process complexity level and 
the necessary intelligence degree.

The final identified challenge category pertains to 
deficiencies in various task-related aspects. These 
include the potential absence of standardised and 
up-to-date process documentation, which could 
impede the smooth automation of processes (Kedzi-
ora & Hyrynsalmi, 2023). Additionally, challenges 
may arise concerning task selection and scalability 
management techniques. If effective strategies in 
these areas are missing, this could pose significant 
obstacles to the automation journey (Feio & dos 
Santos, 2022). Furthermore, robust testing and pene-
tration testing are of paramount importance. The 
absence of such measures may expose vulnerabilities 
within the automation system, potentially rendering 
it susceptible to security breaches (Al-Slais & Ali, 
2023).

The final major challenge category covers organi-
sational challenges related to compliance. These 
challenges mainly relate to IT security concerns 
(Kedziora & Hyrynsalmi, 2023) and the integration 
with legacy systems (Feio & dos Santos, 2022). 
Regarding IT security, it should be added that robust 
cybersecurity is required to ensure safe IPA imple-
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Tab. 2. Common AI techniques used in IPA

AI technique Short explanation Common use cases

Conversational AI,
including generative AI

Techniques for the automated generation and 
interpretation of natural language and for keep-
ing up a conversation. They may address several 
modalities, such as text, speech, sign language 
and gestures

Build conversational interfaces that enable com-
munication between a computer and a human, 
such as an interface for filling in forms and other 
structured data. The agent may work, e.g., as 
a customer service agent or a bot, helping the 
expert use financial software (Moiseva, 2020; 
Shidaganti et al., 2023; Zeltyn et al., 2022)

Business Process or Task 
Mining

Using data mining and ML techniques to extract 
business rules from data

Automate the manual work of writing execut-
able RPA scripts. Rules may be mined from user 
interface log data or history data annotated by 
humans (Agostinelli et al., 2020)

Intelligent OCR Intelligent OCR is an advancement to the tra-
ditional OCR as it uses extratextual and textual 
information to scrape business information from 
scanned documents. It may contain such features 
as key information extraction (IE) and ML-based 
adaptive decision-making in unclear OCR cases. 
Multimodal IE incorporates extratextual informa-
tion, such as layout or other visual information

Scanning damaged or unclear hand-written docu-
ments. Extracting structured data directly from 
physical documents, such as paper bills. (Cho et 
al., 2023; Kedziora & Hyrynsalmi, 2023; Hong et 
al., 2023)

Information extraction 
(IE)

Extract relevant information from natural lan-
guage input, such as text documents and speech, 
thus creating structured data from unstructured 
data

Extracting software requirements from business 
documentation, extracting patient information 
from a medical doctor’s speech and saving it to a 
database

Machine Learning (ML) Using ML techniques, including deep learning 
and reinforcement learning, to create classifiers 
and clusters from data. Also, human-in-the-loop 
approaches are included

Create a classifier using ML and history data on 
customers and their loan payments to automate 
bank loan decision-making. Create an anomaly 
detector for monitoring fraudulent transactions 
using ML techniques

Data Science (incl. Predic-
tive Analytics)

Based on past data, create a model that predicts 
the future

Predictive maintenance for elevators and other 
machines, planning of transaction volumes (Vajgel 
et al., 2021)

mentation and scaling (Kholiya et al., 2021). In addi-
tion, policies and guidelines must be updated to 
reflect audit capabilities for secure monitoring of 
changes (Brás et al., 2023).

3.2. Technological challenges 

The evolution of intelligent automation software 
has been affected by technical limitations. The type of 
technical challenge the organisation faces depends on 
the intelligent automation technology in question. 
Therefore, the software was classified into six catego-
ries reflecting the most common types of intelligent 
automation. The classes were created based on the 
review papers on IPA by Ng et al. (2021) and Devara-
jan (2019) and on the literature review described in 
this paper. The classes, their explanations, and some 
use cases are given in Table 2.

The technical challenges related to conversational 
AI are often related to hallucinations, which refer to 
unreliable information generated by large language 
models (Ji et al., 2023) and a bias and lack of data for 

training. Security and compliance are also common 
technical challenges in many IPA types, including 
conversational AI (Herm et al., 2021). Overall, 
according to Herm et al. (2021), the four latter techni-
cal challenges are very common in IPA. All ML-based 
techniques may suffer from the lack of good-quality 
data, which is a very stringent challenge, as most IPA 
techniques rely on ML techniques.

Business process mining suffers from the inher-
ent challenge of relying on past data, and thus, it is 
unable to account for changes in the business pro-
cesses or the environment. The same applies to all ML 
techniques except those employing the human-in-
the-loop approach, such as reinforcement learning 
(Sutton & Barto, 2018). De la Oliva (2020) pointed 
out the integratory elements of cognitive automation 
related to embedding automation toolsets at enter-
prise platforms. This challenge has also been 
addressed by Ng et al. (2021). Another challenge 
indicated by Pramod (2021) was the manual or 
human-driven identification of automation potential, 
favourably substituted by technical solutions of the 
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task of process mining origin (Geyer-Klingeberg, 
2018), where the software controls and analyses the 
flow of processes based on specific rules (Huang 
[MOU5] & Vasarhelyi 2019). Stople et al. (2017) 
pointed out that challenges with infrastructural scal-
ability negatively impact the entire ecosystem and 
need to be systematically updated (Lacity et al., 2015). 
From the perspective of the strategy for data storage 
and acquisition, Bhatnagar (2020) identified issues 
with multi-source inputs with no standardisation. 
Aspects of regulatory challenges for technical setups 
and security handling have been discussed by Priya et 
al. (2019). Regulatory challenges are prevalent when 
ML models are built using personal data, as regula-
tions, such as GDPR, restrict the collection and use of 
data often required to build the models. The upcom-
ing AI Act (Veale & Borgesius, 2021) will classify 
software employing AI into categories with different 
risk levels and limit AI application in high- or 
medium-risk sectors, such as healthcare or education.

IPA that relies on ML may suffer from poorly 
trained or immature models that might lead to 
unsupported or even wrong decisions and an increase 
in errors (Wojciechowska-Filipek, 2019). Poorly 
trained models may result from a lack of expertise of 
the ML engineers if they do not know which model to 
select for the task at hand. Poor-quality data is another 
common source of poor models (Geiger et al., 2020).

3.3. Human-centred challenges 

From a human-centred perspective, AI imple-
mentation and extended use, particularly IPA, create 
novel employee challenges. Herm et al. (2021) pointed 
out a lack of training data, human bias in data, com-
pliance issues with transfer learning, poor explaina-
bility of robot decisions, and job-security-induced 
fear of AI-based robots. In addition, implementing 
AI robots in professional work contexts can lead to a 
human perception of an identity void and a feeling of 
being less able (Moulaï et al., 2022). Kassekert et al. 
(2022) argued that the rather human-centred process 
of finding and having appropriate training data for 
ML models is rather challenging while the demands 
for harmonised regulatory guidance, e.g., for provid-
ing orientation for human decision-making pro-
cesses, increase. 

Based on several interviews and empirical analy-
sis, Lamberti et al. (2019) emphasised that the most 
significant challenges during AI implementation 
include the skills of staff (55 %), data structure (52 %), 
and budgets (49 %). In addition, the authors showed 

that 60 % of their respondents during interviews 
referred to a planned increase in staff within the next 
1–2 years. This increase is required to support AI use 
or implementation within the organisation. These 
results are in line with other field research results that 
show how the implementation of AI into the value-
creation process contributes to the emergence of new 
job roles and profiles in the industry. While these 
developments also create new opportunities for the 
workforce, there are challenges as well, like additional 
time and effort human actors have to spend on learn-
ing and training initiatives (Schulte et al., 2022). 
Another study (Süße et al., 2023) investigated a shift 
in human behavioural patterns of technology interac-
tion during the implementation and product use of 
an AI robot within a remanufacturing company. The 
authors emphasised a new set of cognitive, social and 
emotional competencies required for human actors 
to interact more collaboratively and cooperatively 
with AI robots. 

However, while the above-mentioned literature 
focused rather on the human side of these newly 
emerging IPA-related human-AI systems, 
Chakraborti et al. (2020) highlighted a technological 
perspective with a human-centred standpoint in 
mind, i.e., that novel conversational systems may be 
required for a productive and sustainable collabora-
tion among IPAs and users (p. 220 ff.). As such, the 
emergence of a mutual and rather iterative learning 
process between human actors and AI robots has to 
be enabled and supported to implement IPA-related 
human-AI systems successfully. It is related to another 
key challenge from the human-centred perspective 
discussed by Martínez-Rojas et al. (2021), who 
pointed out that a success critical factor for the imple-
mentation of AI robots and IPA is the involvement of 
heterogeneous experts and professionals from differ-
ent disciplines with diverse skills, competences and 
backgrounds as the added value of transdisciplinary 
solutions will be required to make IPA work appro-
priately in organisations. 

In their literature review, Jha et al. (2021) con-
cluded that the shift in human tasks is another key 
challenge of IPA implementation in organisations. 
They argued that middle-skilled employees might 
migrate to high-skilled jobs with the help of extensive 
learning and development initiatives. Furthermore, 
they highlight the emergence of a new management 
position, which they call Chief Data Supply Chain 
Officer. One key component of this role is the capa-
bilities and responsibility of creating end-to-end data 
supply chains across all levels of the organisation and 
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within a value network of organisations, which could 
help fully leverage the extensive benefits of available 
data in AI (p. 261). 

In summary, the authors argue that research so 
far points out four key IPA challenges from a human-
centred perspective. First, the transformation of tra-
ditional job roles has to be addressed adequately at all 
hierarchical levels within the organisation. Second, 
employees and management require novel skill sets 
and competencies as both groups will interact with 
the new technology more collaboratively in a human-
AI system. Third, trust and explainability of AI and 
regulatory guidance play a critical role in reducing 
job-security-induced fear of AI-based robots, which 
also relates to identity void and feeling less able 
among employees. Fourth, mutual and iterative 
learning processes between heterogeneous experts 
and managers from different disciplines and back-
grounds and between humans and AI must be ena-
bled and supported to contribute to the emergence of 
highly collaborative and sustainable IPA-related 
human-AI systems. 

4. Future research trends

Empirical-based field research is scarce on spe-
cific skills and competence demands and more con-
text-related specifications of job role changes. 
Furthermore, the human-centred perspective so far 
focused more on the psychological perspective of 
humans, e.g., the collaborative concept human actors 
have in mind when interacting with AI robots (Süße 
et al., 2023). Furthermore, research should more 
explicitly focus on the human–AI system as a whole 
and not address the human or AI, which is very often 
the case in most research approaches (Waefler et al., 
2021).

Future research aims to address the organisa-
tional challenges arising from adopting IPA or the 
transition from RPA to IPA, prioritising specific 
essential areas, including exploring task designs and 
routine definitions that enable effective collaboration 
between humans and IPA bots. Further research 
efforts should also focus on comprehensive change 
management and communication strategies, allowing 
for a smoother transition to IPA (Flechsig, 2021). 
Ethical and legal concerns are relevant in considering 
the data-driven nature of IPA and potential biases in 
AI algorithms. Furthermore, IT security and risk 
management are critical areas where further investi-

gation can help develop robust strategies to safeguard 
information when using IPA. As a descriptive frame-
work, IPA maturity models could offer organisations 
valuable orientation for assessing their readiness and 
progress on their automation journey. Finally, explor-
ing scientific approaches to seamlessly integrate IPA 
with legacy systems, ensure regulatory compliance, 
and enhance scalability and adaptability could pro-
vide essential support for organisations to overcome 
challenges and mitigate risks associated with IPA 
implementation.

Methodology and practices for data curation are 
needed to overcome the technical challenges of 
adopting IPA, which is essential to ensure access to 
good quality data critical for ML. Another major 
challenge in IPA is that the selection process for the 
used ML model is not optimal. This results in low-
quality output in IPA. Research on reference models 
and ML model implementations is needed to over-
come this shortcoming. The reference models should 
be published as open-source implementations, and 
the documentation should contain practical examples 
of use cases illustrating their optimal application. The 
third technological challenge is related to integration 
and may be overcome with standardisation work 
where good-quality interface and data standards are 
created, and the widespread uptake of the standards is 
facilitated. 

Emerging Low-Code Development Platforms 
(LCDPs) are a significant phenomenon that requires 
further exploration as they will impact building pro-
cess automation solutions. RPA and IPA were targeted 
and focused on the automation of particular business 
processes, whereas LCDPs go beyond simple process 
automation by aiming at building entire business 
applications, enabling persons with introductory 
software skills to develop fully functioning apps. In 
this context, integrating more technologies across the 
entire value chain shall enable further simplification 
and effectiveness of available tools. Hence, the rela-
tionship and opportunities resulting from integrating 
RPA and LCDPs will certainly become an important 
trend, as according to Gartner (2023), by 2027, low-
code application development will be responsible for 
more than 70 per cent of application development 
activity globally.

These research trends reflect the diverse and 
evolving nature of intelligent automation. Research-
ers in this field will play a crucial role in advancing 
automation technologies and ensuring their respon-
sible and effective use, as well as shaping the future of 
IPA across a wide range of industries, fostering inno-
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vation, and addressing the practical, technical, and 
ethical challenges that arise along the way. Addition-
ally, addressing the potential impact on the workforce 
and engaging in collaborative efforts with experts and 
stakeholders is essential to navigating the challenges 
of human-centred design in the context of intelligent 
automation.

Conclusions

Integrating AI with RPA significantly enhances 
automation capabilities, empowering organisations 
to increase efficiency, reduce errors, enhance cus-
tomer service, and remain competitive in a rapidly 
evolving business landscape. This combination pro-
vides a robust solution for organisations looking to 
streamline their processes and deliver added value. 
AI-powered RPA excels at handling unstructured 
data, utilising natural language processing (NLP) and 
applying machine learning to execute tasks that 
demand cognitive abilities, including understanding 
text, images, and speech. These developments expand 
the range of tasks that RPA can automate. AI’s ability 
to identify patterns, predict outcomes, and suggest 
process improvements further enhances and refines 
operations. When seamlessly integrated with RPA, it 
streamlines workflows, ensuring heightened effi-
ciency. AI’s capacity to continually learn and adapt 
from new data and experiences makes RPA processes 
more agile and adaptable in dynamic environments.

Organisations encounter numerous challenges 
when adopting IPA or transitioning from RPA to IPA. 
These challenges are predominantly associated with 
organisational adjustments and the changing role of 
the human workforce, extending beyond technologi-
cal concerns. The primary areas of organisational 
focus encompass (Geotzen et al., 2023) leaders as they 
are critical in navigating organisations through the 
complexity of IPA implementation. The ability of IPA 
leaders to provide strategic direction, foster cohesion, 
nurture the workforce, and effectively manage change 
and communication is essential for the success of IPA 
initiatives. Governance is the guiding structure for 
ensuring that IPA projects are carried out precisely 
and following the organisation’s strategic objectives. It 
establishes engagement norms, dispute resolution 
processes, and scope definition and provides the 
required support for effective IPA implementation. 
Restructuring of operations and (re-)design of pro-
cesses and tasks are necessary to maximise the coop-

eration between IPA bots and human labour. 
Challenges in this domain encompass several catego-
ries: data challenges, process and routine organisation, 
and task aspects and deficiencies. Notably, a significant 
challenge category pertains to corporate compliance 
hurdles, specifically focusing on legacy system inte-
gration and IT security issues. Robust cybersecurity 
measures are imperative to ensure secure IPA deploy-
ment and scaling. Furthermore, policies and guide-
lines should be updated to include audit capabilities 
for secure change monitoring. 

The research highlights four key human-centred 
challenges in IPA implementation: the transforma-
tion of traditional job roles, the need for novel skill 
sets and competencies, the importance of trust and 
explainability of AI, and the necessity of mutual and 
iterative learning processes among diverse experts 
and managers from different backgrounds. These 
challenges must be addressed to facilitate collabora-
tive and sustainable IPA-related human–AI systems. 
Many organisations plan to increase their workforce 
to support AI implementation, reflecting the emer-
gence of new job roles and profiles in the industry. 
These advancements, however, are not without hur-
dles, such as the increased time and effort necessary 
for staff learning and training efforts.

The evolution of intelligent automation software 
has been influenced by technical limitations. The 
specific technical challenges encountered by organi-
sations vary depending on the type of intelligent 
automation technology in use. The software was cat-
egorised into six common types of intelligent auto-
mation to provide a structured perspective: 
conversational AI (including generative AI), business 
process (task mining), intelligent OCR, information 
extraction, Machine Learning, and data science 
(including predictive analytics). Issues were under-
lined, e.g., hallucinations, where unreliable informa-
tion is generated by large language models and 
concerns regarding bias and insufficient training 
data. Security and compliance challenges were identi-
fied as widespread issues in IPA, including conversa-
tional AI applications. The overarching importance of 
data quality in machine learning techniques employed 
in IPA is highlighted, given that many IPA approaches 
rely on ML. Business process mining and its reliance 
on historical data are recognised as a challenge, as 
changes in business processes or the environment 
may not be adequately considered. Infrastructure 
scalability challenges, which can negatively impact 
the entire IPA ecosystem, are discussed, emphasising 
the need for systematic updates. 
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Hierarchical risk communication 
management framework for 
construction projects

A B S T R A C T
Risk, as an effect of uncertainty, is associated with every human activity. Like any other 
industry, construction companies are eager to reduce the uncertainty of reluctant 
events. A well-planned risk communication system could contribute to the success of 
a construction project. A proper announcement protocol could be a mitigating lever 
for identified or unidentified risks during planning and monitoring processes. This 
research aims to present a risk communication management system (RCMS) for 
construction companies involved in large projects. The proposed model includes  
a step-by-step communication procedure considering the authority level within the 
organisational hierarchical structure. The model aims to remove the ambiguity of risk 
communications during the construction process under uncertain conditions. It leaves 
no or little room for the emergence of unplanned risks. The proposed communication 
structure has been implemented in GRC cladding construction projects, and the risk 
communication time and response have been significantly improved. 
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and every process (Chodakowska, 2020; Sukwadi  
& Caesar, 2022). Construction is one of the activities 
that contribute the most to creating added value in 
countries worldwide; thus, the sector’s problems 
translate into the global economy (Nazarko & Choda-
kowska, 2017; Urbański et al., 2019). On the other 
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hand, global economic fluctuations are expected to 
impact the construction sectors significantly. The 
present instability in the global economy is predicted 
to only worsen in the coming years (Lucchese  
& Pianta, 2020; Yu et al., 2022). Clients, investors, and 
funders are becoming more demanding, discerning, 
less willing to accept risks, and want to minimise risk 
exposure. Therefore, the accounting and project 
finance practice should be integrated with risk man-
agement (Zaleha Abdul Rasid et al., 2011). Large 
construction companies need to realise the shortage 
of funds for future projects. Meanwhile, high compe-
tition leads the construction industry to low profita-
bility (Davila Delgado et al., 2019). 

Driven by the desire to overcome the risks, large 
construction firms need to have a strategy to mini-
mise costs and improve performance. Risk reduction 
contributes to long-term financial stability and, as 
such, should be one of the company’s top goals 
(Ginevičius, 2020). The problem of identifying the 
sources of uncertainty and the probability and sever-
ity of the risks is one of the main impediments that 
construction companies must overcome. The risk 
management capability is important to ensure the 
achievement of goals and to gain a competitive 
advantage (Saeidi et al., 2019). This has led to increas-
ing attention to risk analysis to guide decision-making 
in recent years (Drożyner, 2020; Shevchenko et al., 
2019). 

The research aims to present the risk communi-
cation management system (RCMS) for construction 
companies involved in large projects. The proposed 
model refers to the communication processes and 
considers the level of authorisation in the organisa-
tion’s hierarchical structure. It can be treated as an 
operationalisation of ISO 310000 and such initiatives 
as integrated risk management (IRM) or enterprise 
risk management (ERP). This model allows for elimi-
nating the ambiguity of communication and reducing 
risk in the context of uncertainty in construction 
processes. It leaves little to no room for emerging 
unplanned risks. RCMS supports the achievement of 
business goals by transparent risk identification and 
control. The proposed communication structure has 
been successfully implemented in GRC cladding 
construction projects.

The article is organised as follows. First, it pre-
sents the motivation for the research, the risks and 
their categories in construction projects. The role of 
risk communication in risk management is discussed 
next. Then, the RCMS is introduced. The article ends 
with conclusions. 

1. Literature review

Construction companies must be increasingly 
aware of the problems related to accepting risks of 
highly vulnerable projects that are difficult to manage 
and control. Most insurance companies are no longer 
open to coverage that involves a disproportionate 
amount of risk (Liu et al., 2007; Roy & Gupta, 2020). 
The occurrence of risks can significantly hinder the 
implementation of plans and disturb the development 
of a construction company in the short, medium, and 
long term (Moorhead et al., 2022; Raza & Zhong, 
2022). The risk management process in construction 
projects often has many deficiencies that reduce the 
efficiency and effectiveness of project management 
and the probability of success (Shevchenko et al., 
2019). The inappropriate predominant practice of 
risk identification and analysis in the construction 
industry is mostly based on the assessments of indi-
vidual experts and does not consider the subjectivity 
of individual perception (Bornschein et al., 2020). 

Risks can occur in any construction process and 
at any level of the project life cycle. They influence 
project scope, schedule, budget, and quality (Mulhol-
land & Christian, 1999). Large-scale construction 
projects involve a particularly high risk. Clients take 
significant financial risks due to their investments. 
Architects are responsible for design risks (Aksamija, 
2016). Contractors take responsibility for the risks 
associated with construction implementation. Gov-
ernment agencies are responsible for ensuring that 
regulations and standards have been established at 
the minimum acceptable level. The insurance indus-
try bears the transferable risk of failure of either party. 
Suppliers are responsible for the performance risk 
associated with delivered components and materials 
(Eriksson & Westerberg, 2011; Ritchie & Brindley, 
2007). Besides, risks of hazards, negligence, mainte-
nance, accidents or force majeure can affect everyone 
involved in the project and contribute considerably to 
the construction project’s success (Jarkas & Haupt, 
2015).

Non-industry or sector-specific standard ISO 
31000:2018 Risk management — Guidelines (Inter-
national Organisation for Standardisation, 2018) 
proposes to express risk in terms of risk sources, 
potential events, consequences, and likelihood. It 
introduces a high-level set of principles for effective 
risk management and establishes a framework for 
dealing with risk that needs to be adapted to each 
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sector (Almeida et al., 2019; Moraes et al., 2021). 
Also, it proposed a generally structured approach to 
risk management (Howlett et al., 2022). 

In recent years, several studies have analysed risk 
factors and explored the key success factors in risk 
management. Risks can be classified into categories 
according to various criteria, e.g., macrolevel, mes-
olevel, and microlevel (Yang et al., 2020). Further-
more, risk factors can be grouped into six categories 
related to project, government, client, design, con-
tractor, consultant, and market risks (Shen et al., 
2006). There are categories such as technical, social, 
economic, ecological, and political (Kodym et al., 
2020) or contractual, environmental, financial, eco-
nomic, market, logistical, design, construction, and 
operational risks (Shen et al., 2006). In a hierarchical 
risk structure for construction projects, external, 
operational, project management, engineering, and 
financial categories are distinguished (Rezakhani, 
2012). The main risks to a construction project’s per-
formance in terms of quality, time and cost are tech-
nical, schedule, and financial (cost and funding risks). 
Technical risks result from incomplete design, inade-
quate site investigation, and uncertainty about the 
source or availability of materials and appropriateness 
of specifications. In particular, logistics risks signifi-
cantly impact construction projects since they con-
cern the sufficient availability of such resources as 
construction equipment, spare parts, fuel, labour, and 
transportation facilities. Risk is sometimes shared 
among organisational units in the supply or produc-
tion chain. Risk may be shifted downwards through 
contractual terms and penalties. Flexible supply chain 
strategies are often the way to overcome the logistics 
risk. Construction risks also involve the uncertain 
productivity of resources, weather or seasonal impli-
cations, and industrial relations problems. 

Proper communication is believed to be one of 
the key project success factors. The most common 
definition of risk communication has been developed 
by Covello (1992) as “the process of exchanging 
information among interested parties about the 
nature, magnitude, significance, or control of a risk” 
(Gentili et al., 2020). Risk communication is also 
defined as “any two-way communication between 
stakeholders about the existence nature, form, sever-
ity, or acceptability of risk” (Canadian Standards 
Association, 1997). Risk communication is tradition-
ally associated with natural disasters, public health, 
and food safety. The literature emphasises the evolu-
tionary and interdisciplinary character of risk com-
munication (Balog-Way et al., 2020). Risk 

communications should be viewed as an important 
business process since there is a need to share infor-
mation about risks with stakeholders: employees, 
customers, or the public. The necessity for a practical 
and effective risk communication model, rather pro-
active than reactive, should be among the top priori-
ties for risk management, as the way the risk is 
announced determines a message reception 
(Freudenstein et al., 2020). Risk communication 
encourages accountability and ownership of risk and 
should be a key part of any company’s risk manage-
ment strategy (International Organisation for Stand-
ardisation, 2018).

A good communication system in large construc-
tion projects should involve all people associated with 
the construction projects directly or indirectly. At the 
same time, rules and responsibilities should be com-
prehensible, and risk communication must consider 
the actual public concerns (Doyle & Becker, 2022). 
The risk communication model is intended to clarify 
ambiguities and provide appropriate guidance to be 
applied from risk identification to the risk monitor-
ing and control process (Tufano, 1996). The threat of 
miscommunication during risk management affects 
the performance and costs of the all-project’s aspects. 
However, these costs can be avoided if a proper and 
clear communication model is launched and intro-
duced to all team members associated with construc-
tion projects (Ceric, 2014). 

Analysing the relationship between risk manage-
ment and risk communication according to ISO 
31000:2018, the risk management process starts from 
context establishment and consists of risk assessment 
(risk identification, risk analysis, and risk evaluation); 
the output of the process is risk treatment. Monitor-
ing and review, communication and consultation are 
related to the entire process (Fig. 1). According to the 
standard, communication is a continuous and itera-
tive process of providing, sharing, or obtaining 
information regarding risks and takes place at all 
stages of the risk management process. The relation-
ship between risk management, risk assessment, and 
communication could also be viewed as presented in 
Fig. 2 (Yoe, 2019). From this perspective, risk assess-
ment is a science-based process of describing the 
character, likelihood, magnitude, and consequences. 
Risk management is a policy-based process of prob-
lem identification, information gathering, evaluation 
and implementation of actions to reduce the impact 
and likelihood of problems, shift the unacceptable 
risk to the tolerable/acceptance level, and monitor-
ing. Risk communication means exchanging infor-
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mation about risk to better understand it and make 
improved decisions (Yoe, 2019). Regardless of the 
approach, it is widely recognised that effective risk 
communication is a vital and integral part of the risk 
management process and risk assessment. 

This work is related to risk communication that 
results from the technical and managerial complexity 
of construction projects and can be linked to the 
decision-making process in project management 
tasks in risk management. In this paper, a High Hier-
archical Risk Communication Model associated with 
a Risk Communication Management System is pro-
posed to remove the ambiguity of risk communica-
tions in the construction process in uncertain 
conditions. The main advantages of this risk com-
munication model are (i) consistency and standardi-
sation of procedures, (ii) clear division of 
responsibilities, and (iii) no or little room for 
unplanned risks to emerge. 

 
Fig. 1. Risk analysis framework 

Source: adapted from Yoe, 2019. 

 
 

 

Fig. 2. Risk management process 

Source: adapted from the International Organisation for Standardisation, 2018. 
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2. Risk communication model 

The basic steps of risk communication are identi-
fying the risks, the stakeholders and their concerns, 
and forming and delivering messages (Ndlela, 2019). 
It can be expanded to assessing the impact of the risk, 
implementing mitigation activities, and monitoring 
and reporting the effectiveness of the communication 
efforts. The communication tasks can be divided into 
the initiation (identifying stakeholders and scope of 
issue), preliminary analysis, risk estimation, risk 
evaluation, risk control, implementation (communi-
cation), and monitoring stages (Canadian Standards 
Association, 1997).

The proposed High Hierarchal Risk Communi-
cation (HHRC) for construction consists of twelve 
steps, starting from risk identification and ending 
with risk publication. In each step, the responsibility 
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is assigned to the right person. HHRC and the associ-
ated Risk Communication Management System 
(RCMS) are illustrated in Fig. 3 and 4, respectively.

The required input, the detail of the process and 
the output of each step are as follows:

2.1. Risk identification

The RCMS contains the Risk Title, Initiator 
Name, Date Submitted, Risk Description and Major 
Areas that might be affected, and Risk Response 
Action. The risk identification process is a continuous 

  

Fig. 3. Flowchart of the High Hierarchical Risk Communication Model  
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ongoing task throughout the project life cycle and 
involves anyone, as shown in Fig. 5.

2.2. Risk validation

The Risk Manager (RM) should review the can-
didate risk with the Initiator, as illustrated in Fig. 6., 
to guarantee that the initial information is correct 
and complete. The RM clusters the risks into catego-
ries and assigns a unique identifier. The consultation 
should also be carried out with a Subject Matter 
Expert (SME). The RM determines the validation of 
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Risk Communica�on Management System 
I 1. Risk Iden�fica�on (1) Risk Title 

(2) Ini�ator Name 
(3) Date Submited 
(4) Risk Descrip�on 
(5) Schedule Budget   Scope Quality 

Primary Risk Area: 

(6) Risk Response Ac�on (if any): 
RM 2. Risk Valida�on (7) Risk ID #: 

(8) Risk Validity: Yes     No 
(9) Valida�on Done by: 
(10) Valida�on Date: 

PM 
3. Assigning Risk Owner (11) Risk Owner Name: 

(12) Risk Assigned: 

RO 

4. Qualita�ve Risk Analysis (13) Risk Probability Ranking: 
(14) Risk Impact: 
(15) Risk Exposure Ra�ng: 
(16) Risk Priority:  

RM 5. Qualita�ve Risk Analysis 
Review 

(17) Required Risk Qualita�ve Analysis: Yes     No 

RO 

6. Quan�ta�ve Risk Analysis (18) When Risk Will Be Effec�ve: 
(19) Effect on Cri�cal Path: 
(20) Con�ngency Time Reserve: Min…   Max…   Most likely…   Average…    Standard 

devia�on… 
(21) Con�ngency Cost Reserve: Min…   Max…   Most likely…   Average…    Standard 

devia�on… 
RM 
 

7. Conforma�onal Analysis & 
Recommenda�on 

(22) Analysis Approval: Yes     No 
(23) Risk Cri�cal: Yes     No 
(24) Risk Status: Ac�ve     Not Ac�ve 
(25) Team Member Name: 

TM (26) Team Member Recommenda�on: 

RO 

8. Risk Response Plan (27) Eliminate Mi�gate Accept Transfer 
Select Risk Response Strategy: 
Describe: 

(28) Iden�fy Residual Risk: 
(29) Con�ngency Trigger: 
(30) Con�ngency Plan: 
(31) Fallback Plan Trigger: 
(32) Fallback Plan: 

RM 9. Risk Response Review & 
Recommenda�on 

(33) Risk Response Plan Approval: Yes     No 

RO 10. Risk Monitoring  
& Control 

(34) Current Status: 

RM 11. Documenta�on (35) Create an Issue Report: 
PM 12. Publica�on (36) Publish Risk Status To: 
I: Ini�ator, RM: Risk Manager, RO: Risk Owner, PM: Project Manager, TM: Team Member 

Fig. 4. Risk Communication Management System (RCMS) 

 
  

 
Fig. 5. Risk identification 
 

 

Fig. 6. Risk validation 

 

Fig. 7. Assigning risk owner 
 

 

 

Fig. 8. Qualitative risk analysis 

 

 

 

Fig. 9. Qualitative risk analysis review 

Source: elaborated by the authors. 

 

 

Figure 10. Quantitative risk analysis 

 

 
 
 



110

Volume 15 • Issue 4 • 2023
Engineering Management in Production and Services

the candidate risks and determines whether any con-
cern or action is warranted.

2.3. Assigning risk owner

When the candidate risk is determined to be 
unfounded, the risk is withdrawn. If the candidate 
risk is determined to be valid, the Project Manager 
(PM) assigns the risk to the Risk Owner (RO) accord-
ing to RCMS. The RM should meet the RO (and 
SME) to review the risk, as shown in Fig. 7. The RM 
delivers the Risk Response Plane Form (RRPF) to the 
RO and updates the Risk Register.

 
Fig. 5. Risk identification 
 

 

Fig. 6. Risk validation 

 

Fig. 7. Assigning risk owner 
 

 

 

Fig. 8. Qualitative risk analysis 

 

 

 

Fig. 9. Qualitative risk analysis review 

Source: elaborated by the authors. 

 

 

Figure 10. Quantitative risk analysis 

 

 
 
 

2.4. Qualitative risk analysis 

Qualitative risk analysis is a subjective process. 
This process clears the ambiguity about the risk and 
sets the roadmap for further investigation and plan-
ning. During this process, the Risk Owner can be 
assisted by a Team Member or SME. The risk proba-
bility should be investigated to evaluate the frequency 
and the impact of the occurring risk according to 
RCMS, as depicted in Fig. 8.
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Fig. 8. Qualitative risk analysis 
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2.5. Qualitative risk analysis review

The Risk Manager should review the qualitative 
risk analysis, as illustrated in Fig. 9. The Risk Manager 
should address and discuss results and findings at the 
project team meeting. The Risk Register is updated 
according to the assessment. The Risk Manager is 
expected to address the need for quantitative analysis.

2.6. Quantitative risk analysis

As shown in Fig. 10, the quantitative risk analysis 
addresses at what time risk is effective, the impact of 
risk on the critical path, the contingency time, and 
the cost reserve. Data can be used to extract some 
statistical scales and parameters for assessment.

2.7. Confirm risk analysis  
and recommendations

The Risk Manager must review and confirm the 
output from the risk analysis process and address 
them in the project meetings, as depicted in Fig. 11. If 
the risk is active, a recommendation from the project 
Team Members is required for a better risk response 
plan. The recommendation should follow the RCMS 
platform. A critical risk should be on the watch list, 
and the Risk Register must be updated.

2.8. Risk response plan

As input from the risk confirmation analysis 
process, the RO, the RM, and the Team Members 
should decide upon the best strategy that corresponds 

 

Fig. 11. Confirm risk analysis and recommendation 

 

 

 

Fig. 12. Risk response plan 

 

 

Fig. 13. Risk response review and recommendation 

 

 

Fig. 15. Risk documentation 
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Fig. 15. Risk documentation 
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to the particular risk. The process is illustrated in Fig. 
12. The risk can be eliminated, mitigated, accepted, or 
transferred to a third party. Based on the selected 
strategy, the residual risk and risk triggers must be 
identified to develop a contingency and/or a fallback 
plan.

2.9. Risk response plan review  
and recommendation

The Risk Manager reviews the risk response plan. 
A recommendation analysis from the Team Members 
might be significant to implement the strategy effec-
tively, as illustrated in Fig. 13. As a result, Risk Man-
ager should review the recommendations and update 

 

 

Fig. 16. Risk Publication 

 

 

Fig. 11. Confirm risk analysis and recommendation 

 

 

 

Fig. 12. Risk response plan 

 

 

Fig. 13. Risk response review and recommendation 

 

 

Fig. 15. Risk documentation 

 

the Risk Register with the proposed suggestions and 
actions as per the RCMS.

2.10. Risk monitoring and control

The risk status should be updated in the RCMS 
regularly. If a trigger event is recognised, the contin-
gency plan must be executed. On the other hand, if 
the risk changes its profile or characteristic, the risk 
response plan must be revised, as shown in Fig. 14.

2.11. Risk documentation

The Risk Manager must review the risk status, 
whether a trigger event occurs, and update the risk 

 

 
Fig. 14. Risk monitoring and control 
 
Fig. 14. Risk monitoring and control
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register. In addition, the Risk Manager should create 
a concern for an issue of a management plan if the 
need emerges, as shown in Fig. 15. The required 
information of this level should be addressed in the 
RCMS.

2.12. Risk publication

The Risk Manager should review the risk status 
to take the best advantage of the risk communications 
system, as shown in Fig. 16. The Project Manager 
communicates to the Risk Manager the need to pub-
lish the risk status report according to the RCMS. 
Risk monitoring is an ongoing process until the pro-
ject’s closure.

3. Research results

Poor communication is one of the leading causes 
of project failure, which also applies to risk communi-
cation. ISO 31000 has introduced a set of principles 
and paradigms in risk management. It emphasises 
that effective communication is essential to managing 
risk and understanding the decision made; however, 
the guidelines are very general and need to be custom-
ised. The proposed model addresses the issue of defin-
ing risk communication procedures. The proposed 
High Hierarchal Risk Communication model includes 
a detailed plan with the necessary forms compliant 
with the requirements of ISO and, as such, can be used 
directly when implementing ISO standards. It makes 
the process of risk communication transparent and 
visible to all stakeholders. It clearly defines tasks and 
responsibilities by describing roles such as Initiator, 
Risk Manager, Risk Owner, Project Manager, and 
Team Member. The risk register enables proper collec-
tion and archiving of data for further processing, thus 
facilitating effective risk management.

The risk management policy should include cor-
porate governance objectives in relation to risk. The 
organisation’s strategies should reflect the attitude and 
risk-aware culture. Each time, the risk acceptance 
level (based on risk attitude, appetite, and tolerance) 
must be included to describe and assess the risks. The 
proposed HHRC risk assessment mechanism has 
been designed to facilitate risk identification, assess-
ment, and prioritisation.

The presented risk communication structure has 
been deployed in GRC cladding projects for two years. 
It significantly improved the communication level. 

Emerging risks have been identified and reported 
through the right channels properly. It was estimated 
that the risk communication model improved the 
communication time efficacy by 40%. In addition, the 
proposed communication model proactively identi-
fied the status, progress, variance, and trend and 
reported the risks. The communications occurred 
internally and externally, vertically and horizontally in 
all construction activities as outlined by the High 
Hierarchal Risk Communication plan.

Conclusions

Large construction organisations are capturing  
a narrow market and facing risks that are difficult to 
assess and manage. The proposed Risk Communica-
tion Management System is a useful risk management 
tool throughout the lifecycle of a construction project. 
The twelve-level, high-hierarchy structure details the 
communication responsibilities and sequence of 
steps necessary to effectively manage risk communi-
cation to solve conflict issues during the risk manage-
ment process. The presented procedures transfer the 
authorisations regarding the risks to the appropriate 
person directly or indirectly involved in the project to 
implement the assigned tasks and goals.

The risk communication model eliminates ambi-
guities, reduces the necessary response time, and 
minimises the effect of uncertainties. In addition, the 
communication model provides a tool for controlling 
project meetings by addressing risk regularly during 
project implementation.  Risk communication proto-
col recognises the significance of involving all people 
associated with construction projects in identifying, 
analysing, and designing an effective response plan 
for risks. By following the presented procedures, 
monitoring the risk profile and status can be ensured. 
The proposed communication model positively 
affects the project’s success within scope, budget, 
time, quality, and essential requirements. In future 
research, the presented approach is worth verifying in 
other sectors.
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Investigation into the key barriers 
to achieving UK “Construction 2025” 
Strategy targets

A B S T R A C T
The “Construction 2025” is a United Kingdom (UK) Government Strategy introduced in 
2013 to improve the construction industry in the United Kingdom by meeting outlined 
performance targets by 2025. However, with only a few years left to reach the targets, 
it is unclear how much industry is advancing to meet them. This paper reviews the 
progress to achieve the Strategy targets. The data collected from 96 UK construction 
professionals was utilised to assess the key barriers to achieving the UK “Construction 
2025” Strategy targets. Results indicate that industry professionals are uncertain about 
reaching the reduction in overall cost and time targets by 2025. However, they are 
more positive about reducing greenhouse gas emissions and the trade gap. In terms of 
the key barriers, the results revealed a reluctance to adopt change, lack of 
implementation of new technology, fragmentation in the industry, and failure to adopt 
modern construction methods as the key barriers to the Strategy targets. The research 
is the first attempt at a comprehensive assessment of the progress and barriers to the 
UK “Construction 2025” Strategy. The results reinforce the call for government 
initiatives to transform the industry.
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Introduction 

The United Kingdom (UK) construction indus-
try contributed GBP 117 billion (i.e., 6 %) to the UK’s 
economy in 2019. It is responsible for 2.4 million (7 
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%) jobs in the UK (Rhodes, 2019). The Confederation 
of British Industry’s (2020) research shows that every 
GBP 1 spent on UK construction creates GBP 2.92 
value to the UK. The global market has become more 
competitive after the 2008–09 economic crisis (Smi-
ley, 2016). As a result, the UK Government formed 
industrial strategies with several major industries, 
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creating long-term strategic alliances with different 
industry sectors to impact growth significantly. In 
2013, the UK Government introduced the Govern-
ment Industrial Strategy “Construction 2025” to 
achieve specific targets by 2025 and five key themes 
crucial for the future of the British construction 
industry (HM Government, 2013). The Strategy 
aimed to significantly reduce cost, time, greenhouse 
gas emissions, and the trade gap by 2025 compared to 
the respective benchmarks by delivering much faster 
buildings and infrastructure with better carbon and 
energy performance and greater life value (Hansford, 
2015). 

After publishing the Strategy, there was much 
criticism against its targets. Gruneberg (2018) 
addressed the flaw in the method of reaching these 
targets, which is neither clear nor transparent. Green 
(2013) argued that most construction professionals 
do not think the Strategy would succeed as the previ-
ous initiatives failed to reach the targets. Gruneberg 
(2018) also believed that failure to achieve all of the 
“Construction 2025” Strategy targets would give an 
unjustified impression of the construction industry’s 
failure. 

The progress of the Strategy targets was not 
examined in any of the previous research. While a few 
studies have focused on various aspects of the Strat-
egy (Smiley, 2016; Gruneberg, 2018; Green, 2013), 
none have evaluated the key barriers to attaining the 
targets. This study focuses on the literature review of 
the progress of the “Construction 2025” Strategy tar-
gets and investigates the potential barriers. The main 
aim is to identify the key barriers hindering the pro-
gress of the Strategy targets to reach the specified 
target by 2025.

1. Literature review

Buildings provide housing, protection, and  
a sense of community for households and are a vital 
source of wealth, with construction goods totalling 
GBP 3 620 billion (CIOB, 2020). The construction 
industry is crucial in creating the nation’s wealth.  

The construction industry employed over three 
million workers across the UK in 2013, with output 
totalling GBP 112.6 billion (approx. 7 % of UK GDP 
and equivalent to 10 % of total UK jobs). Hence, the 
Government developed industrial strategies with 
various major industries, developing long-term stra-
tegic partnerships with industry sectors. Further-

more, the UK government backed the construction 
industry, which was expected to be a key driver of 
potential growth in the UK economy, creating more 
value-added and employment. A good strategy could 
enhance an industry’s competitive position and add 
customer value (Mongkol, 2021). In July 2013, the 
Government published the ”Construction 2025” 
Strategy: a partnership between the Government and 
the industry. The Strategy outlined how the UK would 
place itself as a global leader in construction (HM 
Government, 2013). The Government and the con-
struction industry jointly aspired to achieve the fol-
lowing four targets by 2025 (HM Government, 2013):

1. A 33 % reduction in both the initial cost of 
construction and the whole life cost of assets based 
on the 2009/2010 benchmarks.

2. A 50 % reduction in the overall time from 
inception to completion for newly built and refur-
bished assets, compared to 2013 levels.

3. A 50 % reduction in greenhouse gas emissions 
in the built environment versus a 1990 baseline.

4. A 50 % reduction in the trade gap between 
total exports and total imports for construction prod-
ucts and materials (using 2012’s trade gap of GBP 6 
billion as the starting point).

This Strategy (HM Government, 2013) has also 
set out five non-specific aspirations, which are based 
on the following five key themes: People: An industry 
that is known for its talented and diverse workforce; 
Smart: An industry that is efficient and technologi-
cally advanced; Sustainable: An industry that leads 
the world in low-carbon and green construction; 
Growth: An industry that drives growth across the 
entire economy; Leadership: An industry with clear 
leadership from the Construction Leadership Coun-
cil (CLC).

1.1. Progress of the “Construction 2025” 
Strategy targets

The core of implementing a strategy is to follow a 
schedule and milestones. The lack of control over the 
implementation process can lead to failure (Ivančić et 
al., 2021). The CLC was responsible for monitoring 
and measuring the progress of the Strategy’s targets. 
However, the CLC members admitted that they do not 
monitor or measure these goals (Construction Index, 
2017). Moreover, CLC did not publish any document 
— no annual assessment and no performance evalua-
tion — informing how the industry is doing to meet 
the Strategy targets.
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1.1.1. 33 % reduction in both the initial 
cost of construction and the whole life 
cost of assets

According to Latham (1994), if his report’s guide-
lines were followed, a 30 % savings could have been 
achieved by 1999. In Egan’s report (1998), one of the 
ambitious targets was to reduce construction costs by 
10 % annually. The UK government was looking into 
the construction industry to see how it could experi-
ment with pre-fabrication and procurement methods 
like those used by European builders. In Belgium, 
Holland, Germany, and Scandinavia, many clients 
claim buildings are 20–30 % cheaper than in the UK 
(Symonds et al., 2015). As a result, the Government 
Construction Strategy (GCS) 2011–2015 programme 
was launched in 2011 with the primary goal of lower-
ing the cost of public sector building by up to 20 % by 
the end of the Parliament in 2015 (Cabinet Office, 
2011). While the Strategy aimed to save GBP 8.8 bil-
lion a year by the end of the Parliament, the GCS 
2016–2020 found that only GBP 3 billion was saved 
over 2011–2015. By the end of the Parliament, the 
GCS 2016–20 predicted productivity gains of GBP 1.7 
billion, much less than the GCS 2011–2015 (IPA, 
2016). This reflects the challenge of lowering costs on 
which the industry must focus. No sufficient data has 
been published regarding the target’s progress after 
2015.

1.1.2. 50 % reduction in the overall time 
from inception to completion for newly 
built and refurbished assets

The CITB (2018) surveys indicate that 63 % of 
projects were completed on time or better in 2018, 
whereas in 2013, it was 45 %. However, in 2018, only 
53 % of the projects completed the design phase 
within the time agreed upon at the start of that phase. 
A major limitation in assessment is the unavailability 
of sufficient data to illustrate the progress of the target.

1.1.3. 50 % reduction in greenhouse gas 
emissions in the built environment

The UK is leading the world in carbon reductions, 
with the Government pledging to achieve net-zero 
emissions by 2050 (National Federation of Builders, 
2019). UK construction accounts for 10 % of the total 
country’s emissions, and the whole built environment 
impacts 47 % of all emissions through the built assets 
(Committee on Climate Change, 2019). The Green 

Construction Board (GCB) (2013) has created the 
Low Carbon Route map for the Built Environment to 
meet the UK Government’s goal of reducing green-
house gas (GHG) emissions by 80 % by 2025 compared 
to 1990 baseline levels. The “Construction 2025” 
Strategy aimed to cut emissions by half by 2025 com-
pared to the 1990 baseline. Therefore, the target for 
2025 is an integral part of the Low Carbon Routemap. 
The UK has been successful in reducing emissions 
(Priestley, 2019). In 2018, emissions were 43.8 % lower 
than in 1990, indicating that the country has met its 
first and second carbon budget goals and is on track to 
meet the third, ending in 2022 (BEIS, 2019). This 
seems to be the only target that can be met compared 
to others (Construction Index, 2017).

1.1.4. 50 % reduction in the trade gap 
between total exports and total 
imports for construction products and 
materials 

In 2013, the UK exported GBP 6 billion in build-
ing materials and components while importing GBP 
12 billion, resulting in a GBP 6 billion trade deficit 
(ONS, 2013). Exports have risen steadily since then, 
reaching GBP 7.7 billion in 2019. On the other hand, 
imports have risen as well, reaching GBP 17.8 billion. 
After introducing the “Construction 2025” Strategy, 
the trade deficit has not been reduced but has widened 
from GBP 6 billion to more than GBP 10 billion (ONS, 
2019).

1.2. Barriers to the “Construction 2025” 
Strategy targets

Considering the factors that impacted the UK 
construction industry in the last ten years, industry 
reports and recent studies have been reviewed to 
identify potential barriers to the “Construction 2025” 
Strategy targets. 

According to Bingham (2013), these targets’ rep-
resentation implies that the industry is too expensive 
and idle. Steer (2015) referred to these as “random 
goals” and mentioned the industry’s scepticism about 
meeting them. Gruneberg (2018) argued that the tar-
gets are not clear and transparent. Furthermore, the 
targets have distorted how construction projects are 
delivered, shifting the focus away from what is 
expected of the sector and towards achieving unat-
tainable and conflicting targets. The contradictory 
nature of the targets would result in not achieving all 
the targets and could reflect the construction indus-
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try’s failure and incompetence (Gruneberg, 2018; 
Bingham, 2013).

A CITB (2019) report indicated that the UK con-
struction industry would face a shortfall to match the 
demand. Based on Farmer’s (2016) review, the indus-
try could see as much as a 25 % decline in its available 
labour force within a decade, mainly due to the retire-
ment of older workers. Arcadis’ (2017) report indi-
cated that the UK construction industry needs to 
employ over 400 000 people each year to meet housing 
and infrastructure demands. Meanwhile, the impact 
of Brexit will widen this gap even more (Mohamed et 
al., 2017). Brexit might result in a loss of up to 214 000 
EU employees in the construction industry in the UK 
(Arcadis, 2017). The shortage of skills and labour 
would mainly impact the reduction in time and cost 
targets.

For several decades, the construction industry in 
the UK has been warned that it must modernise to 
improve (Latham, 1994; Egan, 1998; Farmer, 2016). 
The white paper on housing released by the Govern-
ment in 2018 reiterated this barrier, highlighting 
innovation, modernisation, and productivity prob-
lems (Ministry of Housing, Communities & Local 
Government, 2018). The construction industry seems 
trapped in conventional and dysfunctional structures 
and techniques (Farmer, 2016). Even today, most 
construction firms still rely on very traditional pro-
duction approaches. Nazir et al. (2020) argued that 
modular housing could resolve the UK’s affordable 
housing crisis. The McKinsey & Company report 
(2019) highlighted two critical benefits of modular 
methods for construction clients: a 50 % cut in time to 
complete projects and reduced costs of up to 20 % 
(Steinhardt and Manley, 2016). Modular methods of 
construction (MMC), like offsite construction, offer 
the potential to reduce construction time and cost 
(Miles and Whitehouse, 2013). According to Azman 
et al. (2012), pre-fabrication can solve major problems 
in the UK construction sector, such as a skilled labour 
shortage, expedited completion, higher costs, and 
transportation issues. Also, prefabricated buildings 
have lower embodied and operational carbon emis-
sions than traditional buildings (Teng et al., 2018). 
However, the UK has been slower to embrace the 
technique. Only around 10 % of Britain’s housebuild-
ers use MMC (Savills, 2020).

Construction News (2020) stated, “We build too 
slowly, too expensively, and with too little reliability”. 
Rogers (2018) and Madanayake and Çidik (2019) 
believed digitalisation could solve the construction 
productivity problem. Between 2013 and 2020, BIM 

adoption increased significantly, from 39 % to 73 % 
(NBS, 2020). Meanwhile, Raza et al. (2019) argued 
that BIM efficiently reduces carbon emissions if used 
effectively in the building design phase. However, 
since these technologies are regarded as costly, their 
adoption is limited. 

Sarhan and Fox (2013) argued that the wide adop-
tion of lean construction management principles 
would improve quality and efficiency. However, their 
study also revealed a lack of adequate lean awareness 
and understanding, top management commitment, 
and cultural and human attitudinal issues as the main 
barriers to adopting lean management in the UK. 
Meng (2019) suggested that integrating lean construc-
tion with the supply chain would make lean construc-
tion more effective and accelerate lean transformation. 
An integrated supply chain will increase the industry’s 
productivity and reduce waste (Al-Werikat, 2017; 
Magill et al., 2020). 

Both Latham’s (1994) and Egan’s (1998) reports 
mentioned the lack of collaboration as one of the main 
barriers to the industry’s growth. Also, the “Construc-
tion 2025” Strategy report (HM Government, 2013) 
addressed the lack of collaboration and knowledge-
sharing as one of the industry’s weaknesses. Oraee et 
al. (2019) showed that collaboration is fundamental 
for improving the industry’s efficiency, resource utili-
sation, increasing profit and enhancing quality. The 
lack of collaboration surrounding the construction 
industry’s activities has been closely attributed to the 
industry’s poor efficiency, such as delays and cost 
overruns, as construction processes frequently take 
place sequentially, and parties usually operate in isola-
tion with limited interfaces between them (Riazi et al., 
2020). 

The “Construction 2025” report (HM Govern-
ment, 2013) highlighted the higher degree of frag-
mentation as a threat to the UK construction industry’s 
growth. It arises from a high proportion of self-
employment and many small and micro-businesses 
driving the industry. The Government Construction 
Strategy 2016–2020 (IPA, 2016) reported that the 
industry was dominated by 956 000 SMEs, which 
accounted for 99 % of businesses. Most of the work is 
done by small enterprises, with only 25 % going to the 
top 20 main contractors. In Sweden, on the other 
hand, the top three companies are responsible for 40 
% of the work (Construction News, 2019). Naoum et 
al. (2010) identified the fragmentation of the con-
struction industry as the main barrier to innovation. 
The industry’s fragmentation causes the industry to 
underperform, such as delays, cost overruns, low sat-
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isfaction, etc. (Riazi et al., 2020). The Government 
oversight of the construction industry is distributed 
across many departments, each taking responsibility 
for a different policy. The Department of Business, 
Innovation, and Skills (BIS) is responsible for the 
“Construction 2025” Strategy (HM Government, 
2013), whereas the Infrastructure and Projects 
Authority (IPA) is responsible for the “Government 
Construction Strategy 2016–2020” (IPA, 2016). This 
indicates some fragmentation in the governance 
structures adopted to manage the major delivery of 
programmes. The depreciation of the British pound 
causes price increases in imports, forcing companies 
to raise their prices to avoid lower profit margins 
(Elcheikh et al., 2020). While a lower pound increases 
export competitiveness, it does not guarantee eco-
nomic growth because exporters may raise their prices 
to maximise profits, resulting in unchanged export 
volumes. However, a weaker currency could improve 
competitiveness between British firms (Competition 
& Markets Authority, 2020).

The “Construction 2025” report (HM Govern-
ment, 2013) addressed the challenges of inefficient 
procurement, which leads to high construction costs 
and increased GHG emissions. Ivalua’s (2019) report 
revealed that inefficient procurement processes cost 
UK firms almost GBP 2 million per year. The industry 
and clients need to change the procurement routes to 
transform the industry (Marshall, 2020).

After considering the challenges that the industry 
faced over the last decade and analysing their impact 
on the revolutionary industrial Strategy, the study 
identified thirteen potential barriers to the “Construc-
tion 2025” Strategy targets: the contradictory nature 
of the “Construction 2025” Strategy targets, skilled 
labour shortage, reluctance to adopt change, failure to 
adopt modern construction methods, lack of imple-
mentation of new technology, lack of implementation 
of new methods of management, failure to adopt sus-
tainable building design and construction strategies, 
lack of collaboration and limited knowledge sharing, 
fragmentation in the industry, the weakening value of 

Tab. 1. Respondents’ characteristics 

Characteristics Percentage

Construction Experience

less than a 1 year 9.30%

1 to 5 years 21.90%

6 to 10 years 18.80%

more than 10 years 50.00%

Professional Role

Architect 11.00%

Building Surveyor 8.00%

Civil Engineer 5.00%

Construction Manager 7.00%

Design Manager 4.00%

Director 16.00%

Project Manager 26.00%

Quantity Surveyor 12.00%

Site Manager 4.00%

Other 7.00%

Awareness of the “Construction 2025” Strategy targets

Aware 69.00%

Not aware 31.00%
 
Note: 96 participants; all categories add up to 100 %.
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the pound sterling, lack of trust in the supply chain, 
traditional procurement approaches, and poor record 
of tackling climate change.

2. Research methods

A questionnaire survey was used to obtain  
a generic view of industry professionals’ perceptions 
about the attainment level of performance targets and 
barriers to achieving them. The questionnaire con-
sisted of two main parts: 

Part 1. Collect data on the demographic profile of 
the respondents. 

Part 2. Use a 10-point Likert scale, which allowed 
the respondents to express their perception of the 
probability of achieving “Construction 2025” targets. 
The more the value tends towards 1, the more it is 
considered “Highly Impossible”; and the more it 
tends towards 10, the more it represents “Highly Pos-
sible”. Additionally, respondents were asked to use the 
same 10-point Likert scale to rate 13 factors identified 
as potential barriers to the “Construction 2025” 
Strategy targets. 

A Cronbach’s alpha test was calculated to assess 
the research instrument’s reliability. The result (0.862) 
indicates a good internal consistency of the question-
naire. 

The questionnaire was deployed via an online 
survey using Qualtrics. The questionnaire was dis-
tributed to UK construction professionals through 
the online professional network LinkedIn platform 
between March–April 2021. A total of 96 respondents 

completed the survey. The respondents’ characteris-
tics are shown in Table 1. 

3. Research results

3.1. Possibility of achieving  
the strategy targets by 2025

A one-sample t-test was run to compare the 
mean scores to a test value of 5. The test results, indi-
cating respondents’ opinions on the possibility of 
achieving “Construction 2025” Strategy targets, are 
shown in Table 2.

Results show the respondents’ perception of the 
likelihood of achieving the targets. All mean values 
are close to 5 (the middle of a scale), indicating high 
uncertainty among respondents. Construction indus-
try professionals in the UK are unsure if the industry 
can achieve a 33 % reduction in costs and a 50 % 
reduction in time by 2025. The uncertainty in the 
reduction in time and cost targets reflects the opin-
ions of many industry professionals, who believe the 
target is a tall order for the industry (Gruneberg, 
2018; Green, 2013; Bingham, 2013). Additionally, no 
clear data has shown the progress of these two targets 
since 2013.

However, results demonstrate that respondents 
are more positive in their view of a 50 % reduction in 
greenhouse gas emissions, with mean values signifi-
cantly above 5. It reflects the UK’s successful history 
in reducing emissions by 43.8 % from 1990 to 2018 
(BEIS, 2019).

Tab. 2. Possibility of achieving “Construction 2025” Strategy targets

S/N Target Mean Standard  
deviation t-value p-value

1 A 33 % reduction in both the initial cost 
of construction and the whole life cost 
of assets

5.06 2.27 0.27 0.79

2 A 50 % reduction in the overall time 
from inception to completion for newly 
built and refurbished assets

5.12 2.51 0.49 0.63

3 A 50 % reduction in greenhouse gas 
emissions in the built environment 5.85 2.56 3.27 0.00*

4 A 50 % reduction in the trade gap be-
tween total exports and total imports 
for construction products and materials

5.49 2.14 2.23 0.02*

Note: statistically significant values p<0.05 have been marked with an asterisk.
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Tab. 3. Barriers to the successful implementation of the “Construction 2025” Strategy targets

Barriers Mean Standard deviation t-value p-value

Reluctance to adopt change 7.22 2.63 2.67 0.00*

Lack of implementation of new tech-
nology 7.08 2.53 2.25 0.02*

Fragmentation in the industry 7.05 2.40 2.25 0.02*

Failure to adopt modern construction 
methods 6.98 2.30 2.03 0.04*

Failure to adopt sustainable building 
design and construction strategies 6.92 2.25 1.85 0.06

Shortage of skilled labour 6.90 2.82 1.41 0.16

Lack of implementation of new 
methods of management 6.85 2.23 1.55 0.12

Lack of collaboration and limited 
knowledge sharing 6.76 2.29 1.11 0.27

Traditional procurement approaches 6.76 2.35 1.08 0.28

Poor record of tackling climate 
change 6.70 2.37 0.85 0.39

Lack of trust in the supply chain 6.27 2.26 -0.99 0.32

Weakening value of the pound ster-
ling 5.92 2.15 -2.65 0.00*

Contradictory nature of the “Con-
struction 2025” Strategy targets 5.89 2.13 -2.77 0.00*

 
Note: Statistically significant values p<0.05 have been marked with an asterisk.

Tab. 4. Kaiser–Meyer–Olkin (KMO) and Barlett’s test of sphericity results

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.819

Bartlett’s Test of Sphericity Approx. Chi-Square 530.666

Df 78

Sig. 0.000

The respondents are also positive about a 50 % 
reduction in the trade gap. However, the mean value, 
close to the middle of a measure scale, shows an 
uncertainty. Brexit could impact this target, as 62 % of 
materials imported by the UK construction industry 
come from EU countries (Construction Index, 2021). 
However, it is difficult to assess the full impact of 
Brexit on the industry. 

3.2. Barriers to the “Construction 2025” 
Strategy targets

Thirteen factors were listed as potential barriers 
to attaining the strategy targets. As previously, the 
one-sample t-test was run to compare the mean 
scores of a barrier to a test value of 6.5. A higher test 
value has been chosen to identify barriers perceived 
as a considerable obstacle to successfully implement-
ing the “Construction 2025” Strategy targets. The list 
of barriers and results of the one-sample t-test are 
shown in Table 3.

The results reveal four statistically significant 
barriers to the “Construction 2025” Strategy targets: 
reluctance to adopt change, lack of implementation of 
new technology, fragmentation in the industry, and 
failure to adopt modern construction methods.

A principal component analysis was run to 
observe any relationships and correlations in the 
whole data set. To verify the adequacy of the data for 
factor analysis, the Kaiser–Meyer–Olkin (KMO) test 
and Barlett’s test of sphericity were used. Results are 
shown in Table 4.

The KMO measure of this study, with a value of 
0.819, and significant Bartlett’s test results (Table 4) 
suggest the adequacy of the data for the factor analy-
sis (Field, 2005; George and Mallery, 2020). 

The data collected was subject to principal com-
ponent analysis (PCA) with Varimax rotation. The 
choice of the principal components was made using 
criteria of the variance explained by the principal 
components and the criterion of a scree plot (Can-
gelosi and Goriely, 2007). Table 5 shows eigenvalues, 
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Tab. 5. Eigenvalues and cumulative variance explained by principal components

Component

Initial Eigenvalues

Total % of Variance Cumulative %

1 5.229 40.224 40.224

2 1.580 12.156 52.380

3 1.429 10.991 63.371

4 0.892 6.862 70.233

5 0.722 5.557 75.790

6 0.625 4.805 80.595

7 0.484 3.727 84.321

8 0.462 3.556 87.877

9 0.423 3.254 91.131

10 0.371 2.857 93.989

11 0.323 2.486 96.475

12 0.276 2.123 98.597

13 0.182 1.403 100.000

cumulative eigenvalues, and the explanatory power 
— the percentage of variance explained — of a par-
ticular principal component.

A threshold of at least 70 % of explained variabil-
ity has been used to establish the number of selected 
principal components (Jolliffe, 2002). Four principal 
components have been extracted. The variance of 
each component has been visualised on a scree plot 
(Fig. 1).

The plot shows a drop for Component 1 and 
Component 2. The line stabilises from Component 4 
onwards, indicating that the first four components 
collectively account for most of the total variance in 
the dataset. Four principal components, cumulatively 
explaining 70.23 % of the variance in the dataset, have 
been extracted. Table 6 presents the results of the 
rotated component matrix.

1 
 

 

Fig. 1. Scree plot 
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Tab. 6. Component loadings matrix — varimax rotation normalised

Barriers
Component

1 2 3 4

Contradictory nature of the “Construction 
2025” Strategy targets

0.228 -0.248 0.244 0.785

Shortage of skilled labour 0.859 0.061 0.039 0.127

Reluctance to adopt change 0.705 0.155 0.379 -0.171

Failure to adopt modern methods 0.312 0.720 0.090 0.063

Lack of implementation of new technology 0.237 0.739 0.314 -0.307

Lack of implementation of new management 
methods

-0.018 0.729 0.346 0.078

Failure to adopt sustainable building design 
and construction strategies

0.415 0.560 0.262 0.289

Lack of collaboration and limited knowledge 
sharing

0.695 0.402 0.102 -0.169

Fragmentation in the industry 0.553 0.133 0.554 0.214

Weakening value of the pound sterling -0.263 0.404 -0.024 0.752

Lack of trust in the supply chain 0.195 0.251 0.762 0.116

Traditional procurement approaches 0.115 0.288 0.824 0.038

Poor record of tackling climate change 0.494 0.464 0.275 0.063
 
Note: underlined loadings are >0.60.

To interpret factors, only loadings offering statis-
tical significance at 0.05 level have been used. Follow-
ing Hair et al. (2019) guidelines for identifying 
significant component loadings based on sample size, 
the cut-off point for interpretation purposes is all 
loadings greater than 0.60. Component loadings 
greater than 0.60 have been underlined (Table 6). 

Since component loadings represent the correla-
tion between the original variable and its factor 
(expressing the influence of each original variable 
within the component), the following components’ 
labels are proposed:

Component 1 accounts for 40.2 % of the total 
variance explained and reports high loadings for 
three variables (shortage of skilled labour, reluctance 
to adopt change, lack of collaboration and limited 
knowledge sharing) related to the industry’s hermetic 
and unappealing nature. 

Component 2 comprises three variables (failure 
to adopt modern methods, lack of implementation of 
new technology, lack of implementation of new man-
agement methods) representing reluctance to adopt 
innovation, which explains 12.15 % of the dataset’s 
variance;

Component 3 indicates inefficient procurement 
systems (with two variables: lack of trust in the supply 
chain and traditional procurement approaches), 
explaining 10.99 % of the variance;

Component 4 accounts for 6.86 % of the total 
variance in the data set representing economic/gov-
ernment support factors. 

4. Discussion

It has been almost 25 years since Latham (1994) 
and Egan’s (1998) report called for the industry to 
modernise and be more collaborative. However, con-
struction professionals still report the old problems of 
the industry’s conventional approach. Half of the 
variance in the data set (Component 1 and Compo-
nent 3) is explained by variables that could be attrib-
uted to the traditional, labour-intensive approach to 
the construction process. Interestingly, Component 
2, an indicator of the approach to innovation, explains 
only 12 % of the variance in the data. Despite the 
industry being slow in adopting MMC (panelised 
MMC accounts for around 10 % to 15 % of builds 
while volumetric MMC accounts for less than 2% of 
current builds (CITB 2019)) respondents do not see 
the slow adoption of MMC as one crucial barrier to 
achieving “Construction 2025” targets. ONS report 
(ONS, 2021) indicates 43 000 vacancies in the con-
struction industry in July–September 2021, which is 
the highest level in the records. It is believed that 
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adopting MMC will significantly reduce labour pres-
sure and might contribute to the reduction of GHG 
(Lords’ Science and Technology Committee, 2018; 
CITB, 2019). Recent government guidance (HM 
Government, 2020) promoting standardised and 
interoperable components and enhanced BIM inter-
operability, clearly incentivising MMC adoption, may 
provide the industry with more certainty to invest in 
new technologies. Undoubtedly, MMC will not be 
adopted as long as consumers continue to demand a 
traditional building; therefore, a demand-led change 
is crucial to accelerating the use of MMC (CITB, 
2019). 

The industry is now on the verge of the fourth 
industrial revolution, with digitisation significantly 
impacting the work itself and how the industry col-
laborates (RICS, 2020). Digital technologies are 
regarded as costly; therefore, their adoption is limited. 
At least 60–70 % of construction companies are not 
engaging with any digitalisation at all, which is ham-
pering them in a competitive market (Construction 
News, 2019). The industry should be encouraged to 
invest more in IT technologies and become more 
digital, as it can lead to overall improvements in pro-
ductivity. Interestingly, COVID-19 has accelerated 
the digital adoption in the industry (RICS, 2020) and 
changed some work models. It is expected that the 
industry will continue to transform. Without an 
innovative approach to business models and more 
value-adding processes, the UK construction indus-
try will still be criticised for being inefficient and 
outdated (Baran, 2007).

Conclusions

This study has reviewed the progress of the “Con-
struction 2025” Strategy targets of the UK construc-
tion industry and has ascertained the progress of 
those targets based on the views of construction pro-
fessionals. The analysis indicates that none of the tar-
gets is on course to be met by 2025. However, UK 
construction professionals are more positive in their 
view of a 50 % reduction in greenhouse gas emissions 
and a 50 % reduction in the trade gap by 2025. 

The analysis also reveals three significant barriers 
to achieving the “Construction 2025” Strategy targets: 
the industry’s hermetic and unappealing nature, 
reluctance to adopt innovation and inefficient pro-
curement systems. The UK’s construction industry 
seems trapped in conventional and dysfunctional 

structures and techniques, obstructing rapid change 
by 2025. 

It is recommended that a more robust and com-
prehensive approach to analysing the industry’s 
attainment of targets is implemented through tailored 
KPIs. There should also be mechanisms for measur-
ing and reporting them. Further Government initia-
tives are required to address some barriers, 
particularly incentives to adopt MMCs and technolo-
gies and digital innovation using similar initiatives, 
such as the UK’s national BIM strategy and the 
Transforming Construction Programme.
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Smart fruit growing through 
digital twin paradigm: systematic 
review and technology gap analysis 

A B S T R A C T
This article provides a systematic review of innovations in smart fruit-growing. The 
research aims to highlight the technological gap and define the optimal studies in the 
near future moving toward smart fruit-growing based on a systematic review of 
literature for the period 2021–2022. The research object is the technological gap until 
the smart fruit-growing. The research question of the systematic review was related to 
understanding the current application of vehicles, IoT, satellites, artificial intelligence, 
and digital twins, as well as active studies in these directions. The authors used the 
PRISMA 2020 approach to select and synthesise the relevant literature. The Scopus 
database was applied as an information source for the systematic review, completed 
from 10 May to 14 August 2022. Forty-three scientific articles were included in the 
study. As a result, the technology gap analysis was completed to highlight the current 
studies and the research trends in the near future moving toward smart fruit-growing. 
The proposed material will be useful background information for leaders and 
researchers working in smart agriculture and horticulture to make their strategic 
decisions considering future challenges and to optimise orchard management or study 
directions. Considering the current challenges, authors advise paying attention to 
decision-making, expert, and recommendation systems through the digital twin 
paradigm. This study will help the scientific community plan future studies optimising 
research to accelerate the transfer to new smart fruit-growing technologies as it is not 
sufficient to develop an innovation, but it must be done at the appropriate time.
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Introduction

Modern horticulture faces a series of global chal-
lenges, such as climate changes and yield quality, thus 
leading to competitiveness and economy of produc-
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tion issues and the public’s demand for sustainable 
and safe food. Often, the mitigation of these chal-
lenges requires contradictory solutions, e.g., the abil-
ity to limit the increasing disease pressure while 
ensuring environmentally friendly growing. Apply-
ing balanced cultivation solutions requires knowl-
edge, a high level of expertise in growing the relevant 
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horticulture crop, and continuous access to timely 
environmental and market information. One of the 
solutions is smart horticulture, which includes man-
agement of publicly available data, locally collected 
sensor data, decision-making and advisory systems. 
An essential part of such a smart horticulture system 
is the development of a digital twin of orchards and 
the use of unmanned aerial vehicles (UAV) for their 
constant monitoring (Van Der Burg et al., 2021; Ver-
douw et al., 2021). This development direction can 
strengthen existing horticulture farms and promote 
their development and economic competitiveness 
while ensuring the environment’s and society’s 
requirements.

In the Green Deal of the European Union (Euro-
pean Commission, 2019), the Biodiversity Strategy 
(European Commission, 2020) defines future devel-
opment perspectives, and both documents directly 
affect the agricultural sector. The achievement of 
strategic goals requires promoting innovations in the 
agricultural sector, ensuring the efficient use of 
resources, reaching the maximum harvest volumes 
and reducing the negative impact of weather condi-
tions on the agricultural harvest. The application of 
information technology in the agricultural sector 
using innovative technologies will ensure the future 
development of this sector, obtaining the maximum 
amount of harvest with as few resources as possible 
(European Commission, 2019; 2020).

A comprehensive analysis-based systematic 
review of literature related to orchard management 
with small unmanned aerial vehicles (UAV) was pre-
sented by Zhang et al. (2021). All research related to 
UAV application in fruit growing was grouped into 
five categories: (1) resource efficiency, (2) geometric 
traits, (3) productivity, (4) disease, and (5) other 
applications. Each category was discussed in detail 
and analysed from four aspects, namely, (1) sensors, 
(2) methods, (3) decision indicators, and (4) orchard 
management activities,  providing conclusions about 
future research and its relevance. Evaluating potential 
future research, Zhang et al. (2021) outlined chal-
lenges, some of them could face: (1) most research 
focused on specific fruit species at a certain growth 
stage under certain conditions; (2) despite the prom-
ising results in deep learning, further progress in 
improving the performance of proposed methods in 
various environmental and agronomic conditions 
with advanced deep learning algorithms need to be 
undertaken; (3) current achievements in indirect 
yield estimation are positive; however, there is abun-
dant room for further progress in enhancing the 

robustness of the methods and performance for dif-
ferent crops and growing stages remain unanswered 
at present; (4) techniques like machine learning and 
deep learning have not been adequately employed in 
UAV orchard management; (5) UAVs are currently 
operated by persons with the skills of professional 
pilots; (6) powerful UAVs are generally more costly 
and not affordable for applications, especially in 
developing countries; and (7) real-time direct estima-
tion of fruits is encouraged.

On the other hand, artificial intelligence applica-
tion in orchard management has been presented in  
a review of deep learning application for fruit detec-
tion and yield estimation by Koirala et al. (2019). The 
review presents the description of vertical progress in 
deep learning: (1) architectures; (2) feature extrac-
tion; (3) training, tuning and testing; (4) transfer 
learning, augmentation, and datasets; and (5) yield 
estimation. It summarises that research is completed 
around R-CNN and YoLo architectures, applying a 
regression model for yield estimation. It is suitable to 
mention a review presented by Hasan et al. (2020), 
which grouped challenges into three categories: (1) 
public data availability and their quality improve-
ment; (2) enhancement of deep learning methods; 
and (3) quality control. That coincides with research 
tasks outlined by the “Trustworthy AI” concept.

Two years later to the review by Hasan et al. 
(2020), it would be expected to find research progress 
and outline new state-of-the-art considering the rap-
idly growing global artificial intelligence market 
(Grand View Research, 2022), as well as the world-
wide inclusion of artificial intelligence into research 
strategies and a list of key enabling technologies. 
Particular interest was expressed in applying the digi-
tal twin paradigm for autonomous orchard manage-
ment based on key enabling technologies like artificial 
intelligence and robotisation.

Making an analogy to the most challenging 
research field, “autonomous cars”, the automatisation 
of orchard management will be iterative. Six levels of 
driving automation are defined in “ISO/SAE PAS 
22736:2021 Taxonomy and definitions for terms 
related to driving automation systems for on-road 
motor vehicles” starting from “Level 0: No Driving 
Automation” until “Level 5: Full Driving Automa-
tion”. The evolution of orchard management may 
have a similar pattern, where traditional fruit growing 
is firstly supported by precise horticulture, followed 
by smart horticulture through iterative automatisa-
tion, solving technological and legal issues. For 
example, if the autonomy of a UAV is supported 
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technologically, their application is restricted for 
safety reasons and social unreadiness to use these 
new technologies. Meanwhile, the digital twins have 
similar integration levels: (1) digital models; (2) digi-
tal shadows, which support monitoring of physical 
entities; and (3) digital twins, which provide bidirec-
tional communication between virtual and physical 
entities (Botín-Sanabria et al., 2022).

The schematic presentation of a smart fruit-
growing system is provided in Fig.1. Here, a digital 
twin is considered software for orchard management, 
which provides an interface between a fruit-grower,  
a virtual entity and a physical entity working like  
a decision-making tool or a command centre. The 
development of a digital twin of smart fruit growing 
depends on technological readiness. If yield estima-
tion is a domain of precise horticulture related to 
monitoring and prediction, smart fruit growing 
implies interventions based on data-driven decision-
making. Therefore, the authors reviewed the technol-
ogy gap from yield estimation to smart fruit growing 
because each computer decision requires data before 
launching some interventions.

Thus, the main research question is, “How big is 
the technology gap between autonomous fruit yield 
estimation and smart fruit growing?”.

Gap analysis has been applied to many different 
fields. Accordingly, there are various approaches to 
gap analysis, where core differences rest with the 
kinds of gaps in question. Gap analysis consists of 
four steps: (1) identifying key needs of the present 
situation, (2) determining the ideal future or desired 
situation, (3) highlighting the gaps that exist and 
need to be filled, and (4) modifying and implement-
ing plans to fill the gaps (Kim & Ji, 2018).

As a result, the following research questions (RQ) 
must be answered first to achieve the main goal:

RQ1: What are the technological solutions and 
applications of vehicles, IoT and satellites?

 
Fig. 1. Digital twin of smart fruit-growing  

 

 
Fig. 2. PRISMA 2020 flow diagram for new systematic literature reviews  

 
 

 
Fig. 3. Actual application and active studies in smart fruit-growing 

 
 

RQ2: What are the trends and methods of artifi-
cial intelligence application?

RQ3: What are the technological solutions, appli-
cations, and challenges of digital twins?

Based on defined questions, the next tasks are 
identified: (1) to study the current application of 
vehicles; (2) to study the current application of IoT; 
(3) to study the current application of satellites; (4) to 
study the current application of artificial intelligence; 
(5) to study the current application of digital twins; 
and (6) to discuss the results.

Then, it will be possible to highlight research 
challenges to overcome the technology gap to achieve 
smart fruit-growing.

1. Research methods 

To achieve the goal and answer research ques-
tions, the authors used the PRISMA 2020 approach. 
The Preferred Reporting Items for Systematic reviews 
and Meta-Analyses (PRISMA) statement was 
designed to help systematic reviewers transparently 
report why the review was done, what the authors 
did, and what they found. The PRISMA 2020 is an 
updated guideline for reporting systematic reviews, 
which includes reporting guidance that reflects 
advances in methods to identify, select, appraise, and 
synthesise studies. The structure and presentation of 
the items have been modified to facilitate implemen-
tation (Page et al., 2021). 

The process of selecting and synthesising the rel-
evant literature is shown in Fig. 2, that is, a PRISMA 
2020 flow diagram.

Systematic literature reviews can be defined as  
a means of identifying, evaluating, and interpreting 
all available studies relevant to a specific research 
question, domain, or phenomenon of interest (Kitch-
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Fig. 2. PRISMA 2020 flow diagram for new systematic literature reviews  
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Tab. 1. Criteria and results of the relevant literature search

Topic Keywords Selection criteria and results

Vehicles

(horticulture  OR  precision  AND agriculture  
OR  smart  AND farming  OR  orchard  AND 
management  OR  yield  AND estimation  OR  
fruits)  OR  (uav  OR  ugv  OR  uuv  OR  usv  OR  
artificial AND intelligence  OR  deep  AND learn-
ing  OR  object  AND detection  OR  digital  AND 
twin  OR  digital  AND shadow): 474

2021-2022: 144 Review & articles:  42

Records screened: 42 Sought for retrieval: 17

Eligible: 12 Final analysis: 12

IoT (sensor OR sensors OR iot OR “Internet of 
Things” )  AND (orchard OR horticulture): 1370

2021-2022: 255 Review & articles: 128 

Records screened: 79 Sought for retrieval: 22

Eligible:15 Final analysis: 10

Satellites
(satellite OR satellites) AND (“yield estimation” 
OR “yield prediction” OR “yield monitoring”) 
AND (orchard OR horticulture): 318

2021-2022: 112 Review & articles: 89

Records screened: 10 Sought for retrieval: 8

Eligible: 7 Final analysis: 4

Artificial intelligence

(horticulture OR orchard) AND (“yield predic-
tion” OR “yield estimation”) AND (“artificial 
intelligence” OR “deep learning” OR “machine 
learning”) AND fruit: 200

2021-2022: 94 Review & articles: 84

Records screened: 11 Sought for retrieval: 10

Eligible: 9 Final analysis: 9

Digital Twin “digital twin” AND “smart farming”: 223

2021-2022: 180 Review & articles: 50

Records screened: 50 Sought for retrieval: 10

Eligible: 8 Final analysis: 8

Total: 2585 2021-2022: 785 Review & articles: 393

Records screened: 192 Sought for retrieval: 67

Eligible: 51 Final analysis: 43

enham, 2004). A quality literature review takes time. 
Authors not only need to collect literature but also 
require in-depth understanding and relevant experi-
ence in the specific field because the interpretation of 
the results of the studies included in the literature 
review is more subjective (Fisch & Block, 2018).

The authors used the SCOPUS database to iden-
tify and select research papers. The authors chose this 
database because it has a large amount of indexed 
data, includes only well-performing, high-impact 
and peer-reviewed journals, and is convenient for 
data selection. Records identified in the Scopus data-
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base were sufficient to obtain a significant data sample 
size, so no additional databases were required.

In the first step, review topics based on research 
questions were assigned, and in the second step, the 
most appropriate keywords were selected for each 
topic (Table 1).

In total, 2585 results were found using the above-
mentioned keywords. To identify all appropriate 
papers on the selected topics, the authors used the 
advanced search technique and selected “reviews” 
and “articles” from 2021 to 2022. Within each topic 
section, the titles and abstracts of the reviews and 
articles were examined, and duplicates and articles 
unrelated to the topic were excluded. Then, the 
authors read and evaluated the remaining 192 arti-
cles. As a result, 43 articles were selected for in-depth 
analysis.

2. Research results 

The systematic review results are presented inde-
pendently for each research question related to the 
current application of (1) vehicles, (2) IoT, (3) satel-
lites, (4) artificial intelligence, and (5) digital twins.

2.1. Current application of vehicles 

Tardaguila et al. (2021) completed an analysis of 
vehicle-mounted platforms: (1) ground vehicles, (2) 
aerial vehicles, and 3) portable platforms. Different 
sensors were mounted and researched, and such 
technologies as GPS and RTK provide a sufficient 
platform for vehicle navigation. Unmanned vehicles 
are discussed; however, monitoring of orchards as  
a whole autonomous system is not sufficiently stud-
ied.

Unmanned systems, such as unmanned ground 
vehicles (UGV) and UAVs, provide great support in 
different fields of application and environment. How-
ever, the type of vehicle and the field of application 
depend highly on the sensors and devices mounted 
on it. Each vehicle type has its benefits and disadvan-
tages, e.g., UAVs are mostly limited in the weight of 
payload they can carry. UGVs can carry a heavier 
load but are limited in mobility compared to UAVs. 

A review, “Sensors and Measurements for 
Unmanned Systems: An Overview” (Balestrieri et al., 
2021), depicts fields of application for different vehi-
cle types and environmental factors that can affect 
vehicle performance and longevity. 

The use of UGV in agriculture has a wide range 
of applications. Most commonly, UGV is used as  
a device for fruit harvesting. It can be a claw that 
picks apples from trees (Chen et al., 2021b) and is 
controlled by AI or carefully designed scissors used 
for precise grape harvesting (Kolhalkar et al., 2021).

The use of UAVs in agriculture increases as 
demand for higher quality and higher productivity 
continues to rise. The main use of UAVs is depicted in 
articles:
• “Early Estimation of Olive Production from 

Light Drone Orthophoto, through Canopy 
Radius” (Ortenzi et al., 2021);

• “Estimating Evapotranspiration of Pomegranate 
Trees Using Stochastic Configuration Networks 
(SCN) and UAV Multispectral Imagery” (Niu et 
al., 2022);

• “An Automatic UAV Based Segmentation 
Approach for Pruning Biomass Estimation in 
Irregularly Spaced Chestnut Orchards” (Di Gen-
naro et al., 2022).
The main UAV application mentioned in the 

articles is data acquisition while performing the main 
UAV task, i.e., imaging or remote sensing (Ortenzi et 
al., 2021; Di Gennaro et al., 2022; Niu et al., 2022).

Images may differ from case to case based on 
UAV type and mounted sensors, as some UAVs can 
add special cameras, e.g., multispectral cameras (Niu 
et al., 2022). A more versatile UAV version is shown 
in “Identification of fruit tree pests with deep learning 
on an embedded drone to achieve accurate pesticide 
spraying” (Chen et al., 2021a), where an AI system is 
placed on a UAV, allowing it to do image analysis 
during flight. Based on analysis results made by AI, 
the path for pesticide spraying is marked for another 
UAV to do precise pesticide spraying while reducing 
pesticide effect on healthy trees. For more insight, 
review articles “Orchard management with small 
unmanned aerial vehicles: a survey of sensing and 
analysis approaches” (Zhang et al., 2021) and  
“A Review on Drone-Based Data Solutions for Cereal 
Crops” (Panday et al., 2020) show a possible use of a 
UAV that was not applied or considered in other 
articles. The review looked into different types of 
drones and areas of application. As a result, the num-
ber of articles reviewed is larger, and the scope of the 
review is much broader.

AV and UGV are types of vehicles with already 
defined common constructional designs. UAVs are 
designed on the same principle as helicopters or 
planes. UGV have wheels or caterpillar tracks. How-
ever, there are attempts in robotics to move away 
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from common construction designs for UAVs and 
UGVs. A review, “Bio-Inspired Robots and Structures 
toward Fostering the Modernization of Agriculture” 
(Kondoyanni et al., 2022), looks into new designs of 
unmanned vehicles with designs inspired by nature’s 
creations. In 2021, researchers created a miniature 
robot that mimicked bees, with the main task of 
miniature robot bees to complement work done by 
natural bees (Kondoyanni et al., 2022).

2.2. Current application of IoT

Even the slightest changes in the environment 
can influence yield in horticulture; thus, close moni-
toring of all potential factors is essential. As such, the 
Internet of Things (IoT) is a highly efficient solution 
to solving this task. In the context of this review, sen-
sor technology was mainly investigated, as sensors 
are devices that can be applied in various situations. 
In a review, “A comprehensive review of remote sens-
ing platforms, sensors, and applications in nut crops” 
(Jafarbiglu & Pourreza, 2022), the authors have 
researched various sensor technologies and applica-
tions. For example, the review mentions simple sen-
sors planted on or in the ground, as well as, specialised 
platforms equipped with different sensors, or mobile 
platforms like UAVs and UGVs with sensors con-
nected to the Internet to transmit data (Abdul Haleem 
et al., 2022). 

Data received from sensors is analysed and used 
for further studies (Akhter & Sofi, 2021) and real-
time adjustments (Rehman et al., 2022).

The range of sensors used in agriculture is wide, 
starting with clip-type cameras used to monitor 
plants and predict optional time for harvesting based 
on images (Lee et al., 2022) and ending with more 
unusual IoT solutions, like tilt sensors. They are not 
common in agriculture, but they can be used for 
danger warnings in locations with potential high-
intensity storms or hurricanes (Hui et al., 2022).

One of the main factors that influence yield is 
irrigation, as plants require the correct amount of 
water, and it is highly inadvisable to deviate from 
that. Several different sensor types are used to moni-
tor and react to changes in soil or air. The simplest 
solution to measure moisture in air is weather sta-
tions. They already support various sensors, including 
moisture, temperature, wind speed and direction 
sensors (Quezada et al., 2021). It is possible to react to 
high temperatures or strong winds using all these 
sensors. Of course, setting up a full meteorological 
station may not be the best solution for every orchard, 

so specific sensors can be set up for monitoring mois-
ture, be those temperature sensors or moisture sen-
sors in one form or another. A good example of  
a temperature sensor use is provided in the article 
“Intelligent Spraying Water Based on the Internet of 
Orchard Things and Fuzzy PID Algorithms”, where 
the temperature difference between day and night 
was a factor for when and how much water should be 
sprayed for better sugar accumulation in fruits 
(Zhang et al., 2022). Other solutions that can be used 
for irrigation systems may contain a soil electrical 
conductivity sensor (Gao et al., 2021) or an air 
humidity sensor (Kun et al., 2021).

2.3. Current application of satellites

The traditional remote sensing approach used in 
agriculture is based on the application of satellites. 
Compared to UAVs, a satellite is a space-based plat-
form suitable for surveying large areas and monitor-
ing national and regional agricultural changes. 
Satellites provide useful information for assessing the 
monitored object and its ecosystem at a macro level 
using different indices. Indices are effective in the 
case of low spatial-resolution images. UAVs are the 
optimal remote sensing technique for local agricul-
tural surveys and rapid handling of local agricultural 
production problems while directly monitoring 
objects, which must be extracted from the back-
ground using computer vision techniques. Thematic 
mapping is the keyword which best describes the 
applied purposes of satellites. Macro analysis through 
maps is interfaced with time-series analysis, change 
detection, anomaly detection, feature fusion and 
monitoring of phenology cycle information. For 
example, Toosi et al. (2022) presented an automatic 
citrus orchard mapping method using spectral satel-
lites. The developed method was applied for 2016–
2019 to analyse land-use changes. Macro monitoring 
is useful for the public sector when information about 
a large territory must be collected centrally, but 
crowdsourcing methods are not allowed or possible. 
Ali et al. (2022) presented a review of remote sensing 
applications in yield estimation and prediction. They 
discussed (1) satellites and spatial resolution, (2) 
spectral bands, and (3) grouped methods by sensor 
type. Four forms of vegetation reflectance were men-
tioned, each with its own set of works: (1) reflectance 
of individual plant parts (single organ pigments), (2) 
reflectance of sets (canopies), (3) plant presence and 
status, and (4) set structure and texture. In the mean-
time, Tardaguila et al. (2021) grouped smart viticul-
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ture applications in different study domains, which 
can be generalised for other cultures too: (1) soil 
properties and soil quality assessment; (2) vegetative 
growth, nutritional status and canopy architecture; 
(3) pest and disease detection and management; (4) 
water status; (5) yield components and crop forecast-
ing; (6) fruit composition and quality attributes; (7) 
targeted management; and (8) selective harvesting. 
Maybe the principles and techniques for satellite 
imagery are well-known and researched. However, 
the development of monitoring systems is an actual 
research field because algorithms and methods must 
be tuned for each plant cultivar and its ecosystem. For 
example, Mwinuka et al. (2021) researched the assess-
ment of canopy water status and yield prediction of 
irrigated African eggplant tuning prediction models 
using field survey data.

2.4. Current application of artificial 
intelligence

Speaking about yield estimation, Maheswari et 
al. (2021) presented a review of intelligent fruit yield 
estimation for orchards using deep learning-based 
semantic segmentation techniques. The review does 
not differ much from the situation mentioned in the 
review by Koirala et al. (2019), which mentions 
improvement of deep learning and quality of datasets 
as driving forces. A more comprehensive review was 
provided by Fu et al. (2022). The review included the 
analysis of (1) indirect yield prediction, which was 
divided into two parts: input features and regression 
algorithms, and (2) direct yield estimation, which was 
divided into three parts for analysis, which includes 
estimation platforms, method of fruit detection and 
fruit-counting approaches. It closed some significant 
information gaps, such as the application of the 
RGB-D sensor and LiDAR or more modern object 
detection algorithms, like YOLOv4. Additionally, it 
provided a good roadmap of research fields of AI-
based yield estimation. Considering the more recent 
publications related to accuracy, confidence and rec-
ognition quality, Wang and He (2021) applied YoLov5 
and experimentally compared it with state-of-the-art 
CNN architectures using natural dataset and tuning 
methods. As for specific domain problems, like dou-
ble counting of fruits, Mirhaji et al. (2021) experi-
mentally evaluated the impact of photographing 
locations and the number of images on accuracy 
results. They also applied augmentation that simu-
lates shadows and sunshine. In the meantime, Gao et 
al. (2022) and Fu et al. (2022) presented research 

suitable for fruit harvesting: (1) real-time fruit detec-
tion from video using YOLOv4-tiny and Kinect V2; 
and 2) detection of banana stalks using YOLOv4. 
Meantime, Xia et al. (2022) applied CenterNet, which 
detects centre-points of objects, and the Kuhn–
Munkres algorithm for object tracking. Anderson et 
al. (2021) analysed autonomous estimation of fruit 
load in complex terms of business processes in the 
field: distance to a tree, daytime, cultivars, and others, 
completing an experiment using a prototype of  
a UGV. For example, they conclude that a multi-view 
technique is recommended for fruit load estimation 
of orchards using the canopy management systems of 
conventional, hedge and single leader, but not trel-
lised canopies. Summarising the above, the following 
development vectors can be identified: (1) experi-
mentation with new CNN architectures; (2) if new 
CNN architecture is not published, the pre-processing 
or post-processing algorithms are applied to improve 
accuracy; (3) object tracking application to precise 
the fruit load; (4) searching for the optimal number 
and position of imaging points, including video 
application; (5) experimentation with different culti-
vars; and (6) designing autonomous vehicle move-
ment and imaging process and its impact on fruit 
detection accuracy.

2.5. Current application of digital 
twins

The digitalisation level of food production man-
agement and the integrity of physical and virtual sys-
tems can be classified into three stages of its 
development: (1) a digital model — an approach with 
manual data transfer; (2) a digital shadow with auto-
matic data transfer; and (3) a digital twin, providing  
a user with a possibility to control the physical system 
through its virtual representation (Botín-Sanabria et 
al., 2022). If the digital shadow is associated with 
precision agriculture, smart farming will be the next 
generation related to food production automation, in 
which management tasks are not only based on geo-
spatial data but also on context data, situational 
awareness and event triggers, using a digital twin 
approach constructing a cyber-physical system for 
farm management (Verdouw et al., 2021).

Digital twin architecture has been introduced for 
Controlled Environment Agriculture applications to 
optimise productivity through the application of cli-
mate control strategies and treatments related to crop 
management (Chaux et al., 2021). A review of 300 
publications on digital twin applications in the food 
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industry concluded that the application of digital 
twins mainly focuses on the production and process-
ing stages of agriculture, and only several publications 
consider autonomous control or providing recom-
mendations to humans (Henrichs et al., 2021).  
A digital twin of a plant in  combination with a con-
ceptual ontological model for domain knowledge 
representation is used to model plant development 
stages and forecast crop yield considering weather 
conditions, climate and external events (Skobelev et 
al., 2021). Pylianidis et al. (2021) identified several 
use cases for prototyped or deployed digital twins in 
agriculture in publications dated from 2017 to 2020: 
digital twins of (1) picked mango fruit that captures 
its temperature variability and biochemical response 
throughout the cold chain to evaluate quality losses 
along the cold chain like firmness and vitamin con-
tent; (2) a field using data coming from ISOBUS sen-
sors, other field related data, human expertise and 
machine learning to provide better field prognostics 
and act faster in the presence of predicted deviations; 
(3) to emulate the use of unmanned ground vehicles 
in fields. It contains a predefined selection of com-
mercially available unmanned ground vehicles which 
a farmer can test on the virtual field to find the most 
efficient for their case; (4) a self-contained aquapon-
ics production unit; the purpose of this digital twin is 
to balance the fish stock and plants in the unit by 
monitoring them and controlling the unit automati-
cally; (5) a harvested potato to gain insight into har-
vester damage to potatoes; (6) a tree and its 
surroundings in an orchard; these digital twins allow 
the continuous monitoring of orchard production 
systems to predict stress, disease and crop losses, and 
develop a self-learning system; (7) any agricultural 
entity, using holographic devices, augmenting the 
world with camera-based imaging, placing 2D or 3D 
content in the real world, simulating them, and creat-
ing logs and maintenance events; (8) the cultivated 
landscape for supporting planners in designing agri-
cultural road networks; (9) that allows users to iden-
tify pest and diseases in plants; (10) a field and its 
machinery, which allows the real-time monitoring of 
machines and their energy consumption and evalua-
tion of the economic efficiency of the crop manage-
ment treatment; (11) olive trees to monitor olive fly 
occurrence; (12) bee colonies, which allows the bee-
keepers to manage the food storage reserves, to iden-
tify disease and pest infections, to inspect if queenless 
and swarming states exist, it provides an anti-theft 
mechanism, and insight into the colony status and 
hygiene; (13) a vertical farm; the virtual and physical 

components are interconnected through sensors 
embedded in the materials of the farm structure that 
monitor temperature, humidity, luminosity, and 
CO2; (14) the world’s agricultural resources; the digi-
tal twin will give instant access to critical data on the 
world’s farmland; it will allow sharing insights, mate-
rials, and connection with the food supply chain; (15) 
an indoor garden that calculates the ideal conditions 
for plants to grow; (16) for aquaculture combining 
human intelligence and artificial intelligence to help 
fishermen develop accurate digital decision-making 
processes for production management. Sung and 
Kim (2022) proposed a three-layer (physical world, 
communication protocol and cyber world) architec-
ture for digital twin-based smart farms and the reali-
sation of the conceptual model at the laboratory level.

Several challenges in implementing digital twins 
have been identified: (1) combining multidisciplinary 
knowledge and providing enough data (Henrichs et 
al., 2021); (2) seamless access to object data while 
maintaining data integrity, respecting use rights, 
safety and security; (3) real-time synchronisation in 
rural areas; (4) granularity of digital twins: finer 
granularity (up to individual plant or animal) 
increases cost, but provide more value; (5) stakehold-
ers can contribute different types of data and may 
need only a limited amount of information, which 
requires a secure and trusted way to access the digital 
twin (Verdouw et al., 2021); (6) data management, 
data privacy and security, data quality, real-time com-
munication of data and latency, physical realism and 
future projections, real-time modelling, continuous 
model updates, modelling the unknown, transpar-
ency and interoperability, large scale computation, 
and interaction with physical assets (Rasheed et al., 
2020).

Enabling technologies are employed to overcome 
the challenges. These have been categorised into five 
categories by Rasheed et al. (2020): (1) physics-based 
modelling, consisting of experimental modelling, 
three-dimensional modelling and high fidelity 
numerical simulators; (2) data-driven modelling, 
consisting of data generation, data pre-processing, 
management and ownership, data privacy and ethical 
issues, machine learning and artificial intelligence; 
(3) big data cybernetics, consisting of data assimila-
tion, reduced order modelling, hardware and software 
in the loop, other hybridisation techniques, physics-
informed ML, compressed sensing and symbolic 
regression; (4) infrastructure and platforms consist-
ing of big data technologies, IoT technologies, com-
munication technologies, computational 
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infrastructures, digital twin platforms; (5) human-
machine interface consisting of augmented and vir-
tual reality, natural language processing, and gesture 
control.

3. Discussion of the results

Based on the systematic review results, this 
research team identified keywords for each topic 
(Appendix I). The keywords were grouped into two 
categories: “application” and “active research”. One 
category identifies the application of study results, 
another — actual problems and studies mentioned in 
the literature of 2020–2022.

A fishbone diagram is an effective tool for gap 
analysis to depict all impact factors, grouping them 
by categories. It was applied to visualise the review 
results mentioned in the table of Appendix I (Fig. 3). 
The keywords were determined using the brainstorm-
ing method when the authors completed the system-
atic review.

The fishbone diagram (Fig. 3) depicts current 
studies and problems which are already studied. 
However, it is important to make future forecasts for 
strategic development. The “research” industry is not 
an exception; therefore, actual challenges for research 
in increasing the capacity of smart fruit-growing 
must be investigated. In other words, the technologi-
cal gap to the increased capacity of smart fruit-grow-
ing must be identified.

Jia (2021) raised the topic of methodology devel-
opment to plan and design smart gardens because the 
construction of smart garden projects requires the 
coordination of multiple disciplines, relying on the 
support of advanced technologies like IoT. The meth-
odology of smart garden planning and design must 

 
Fig. 1. Digital twin of smart fruit-growing  

 

 
Fig. 2. PRISMA 2020 flow diagram for new systematic literature reviews  

 
 

 
Fig. 3. Actual application and active studies in smart fruit-growing 

 
 

provide knowledge, tools and assistance to solve such 
tasks as (1) correctly selecting radio frequency mod-
ules; (2) selecting optimal locations of gateways; (3) 
data modelling, data processing and visualisation; (4) 
performance analysis and tuning of algorithms. Jia 
(2021) highlights five parts of smart garden architec-
ture: (1) smart garden infrastructure, (2) smart gar-
den perception platform, (3) smart garden cloud 
platform, (4) smart garden data platform, and (5) 
smart garden application system. Meanwhile, the 
industrial planning in the farmstead shall be based on 
the basic principle of ecological and environmental 
protection, considering economic and social benefits, 
constantly improving the industrial chain, realising 
the multiple values of products, promoting their syn-
ergistic development, and maximising overall bene-
fits. This is similar to the principles of the “enterprise 
engineering” discipline. Therefore, it can be con-
cluded that the design of a smart orchard is enterprise 
engineering of the fruit-growing domain. Kalyanara-
man et al. (2022) presented a transdisciplinary coali-
tion called the AgAID Institute, which proposes 
a new knowledge transfer model and fosters partner-
ships among agriculture and artificial intelligence 
researchers, educators, extension professionals, 
industry technology providers, growers, crop con-
sultants, managers, and policymakers, creating an 
ecosystem for driving the Agriculture 4.0 revolution. 
The AgAID Institute is organised around three Ag-
inspired research thrusts that work hand-in-hand 
with three foundational AI research thrusts: (1) fore-
casting intelligence, (2) farm operations intelligence, 
and (3) labour intelligence, supported by AI, respec-
tively, (1) interactive data-driven modelling, (2) 
interactive decision and action support, and (3) 
Human–AI workflow. Additionally, the AgAID Insti-
tute supports knowledge society drivers: (1) circular 
learning, (2) early adopter network, and (3) adoption 



Volume 15 • Issue 4 • 2023

137

Engineering Management in Production and Services

amplification. Considering challenges, the AgAID 
Institute raises attention mainly to social, economic, 
and legacy barriers that coincide with the trustworthy 
AI concept. Indeed, smart farming technologies are 
advanced enough; however, the knowledge and inno-
vations are researched independently, and their sys-
tematisation in a unified engineering discipline is 
required. For example, De Alwis et al. (2022) sum-
marised knowledge about smart farming through the 
big data concept: (1) data types, (2) big data applica-
tions, and (3) big data techniques. Meantime, 
Mohamed et al. (2021) generalised research through 
IoT, looking at drones and robots like mobile IoT 
networks, but the application was grouped through 
sensors. They highlight the importance of Smart 
Decision Support System development, which can 
support the real-time analysis and mapping of soil 
characteristics, also helping to make proper decision 
management. Finally, they mention that smart agri-
culture in developing countries needs more support 
from governments at the level of small farms and the 
private sector. All these research efforts show the 
technological gap, which is expressed in the lack of 
data-driven decision-making systems and the mas-
tership to design smart farming systems for them. 
Jerhamre et al. (2021) completed a semi-structured 
interview study in Sweden examining how different 
agricultural stakeholders regard smart farming tech-
nology. They identified the following challenges: (1) 
the agricultural sector is not researched homogene-
ously, there are open niches, which remain unex-
plored; (2) data collection, maintenance, sharing, 
interconnection and processing are not sufficiently 
developed; (3) stakeholders require customisation 
possibility to fit AI to their farm ecosystem and 
increase its precision; (4) stakeholders are more inter-
ested in decision-support systems than autonomous 
systems; (5) stakeholders worry about cyberattacks, 
which can cause destructions through autonomous 
systems; (6) additionally, they worry about depend-
ency on technology, whose failure can cause losses, 
while manual maintenance is restricted due to 
autonomous system exploitation; (7) public data 
platform required for all agricultural data to be com-
piled; (8) upgrade of existing farm is restricted by 
finance, knowledge, experience and worry about 
security; (9) there is insufficient experience in how to 
integrate smart solutions into existing decision mak-
ing system; (10) open systems are required for cus-
tomisation needs; (11) smart solutions have to be 
directed to improve working conditions. 
O’Shaughnessy et al. (2021) discussed information on 

agricultural resources, challenges for sustainable crop 
production, frameworks for smart farming solutions 
and potential positive and negative technological and 
social aspects comparing the situations in the U.S. 
and South Korea. O’Shaughnessy et al. (2021) identi-
fied the important element of smart farming develop-
ment: each cultural region and each farm have its 
policies and business rules, e.g., governance of water 
is different in each of the fifty states of the U.S. There-
fore, the development of data-driven decision-sup-
port systems is a rational solution to investigate 
workflows and regional specifics, which can be gradu-
ally automated in the future. In the meantime, the 
complexity and diversity of ecosystems underline the 
demand for customisation and open solutions, which 
can be freely adapted for required workflow. Also, 
O’Shaughnessy et al. (2021) mentioned challenges 
caused by COVID-19, which disrupted agricultural 
distribution systems. That can be generalised in the 
demand for decision support systems, which can help 
humans in situations requiring fast decisions or quick 
changes in the workflow to save business competi-
tiveness. In the 2020/2021 crop year, China was the 
leading producer of apples worldwide. Jin et al. (2021) 
indicated barriers to sustainable apple production in 
China. Considering that China aspires to be a leader 
in artificial intelligence, the indicated barriers can be 
equivalent to world-level challenges. Jin et al. (2021) 
mentioned the synergy of multiple environmental, 
economic, and social problems which affect the apple 
production system. Speaking about effective decision-
making, Jin et al. (2021) identified similar problems: 
(1) low adoption of new technologies and practices; 
(2) limited access to trustworthy information and 
knowledge; (3) low resilience to climate shocks; (4) 
the lack of knowledge in orchard management; (5) 
uncertainty about market access routes; and (6) land 
fragmentation and limited collaboration among 
market players. Of course, smart technologies and 
artificial intelligence received more attention in terms 
of development, and much knowledge was collected. 
However, there is a vast knowledge accessibility gap 
between practice and research. Going back to the six 
levels of driving automation, smart fruit-growing is 
somewhere between Level 1, “Assisted Automation”, 
and Level 2, “Partial Automation”. IoT monitoring 
can be an example of assisted automation providing  
a warning system, but harvesting robots provide par-
tial automation of some fruit-growing activities. 
Meanwhile, the paradigm of a digital twin can be 
aspired as the main driver for smart fruit-growing 
development in the future because it is suitable for  
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a business process management that maps, monitors, 
and provides geospatial analysis, forecasts, simulates 
and optimises the workflows of a business. Verdouw 
et al. (2021) provided a comprehensive analysis of 
digital twin models, grouping them by control mod-
els: (1) imaginary, (2) monitoring, (3) predictive, (4) 
prescriptive, (5) autonomous, and (6) recollection 
where the decision-maker is identified as the impor-
tant element of control model.

The described challenges were grouped into cat-
egories: “environment”, “technology”, “legislation”, 
and “socio-economics” (Appendix II). To visualise 
the extracted knowledge, the Nadler-Tushman’s Con-
gruence Model was applied with category modifica-
tions considering PESTLE classification (Fig. 4). This 
diagram (Fig. 4) depicts the technological gap identi-
fied by the authors through the review of existing 
scientific literature. The keywords were determined 
using the brainstorming method. 

The gap analysis showed that fruit growers are 
not ready to use fully autonomous systems for fruit 
growing because they do not trust artificial intelli-
gence and robots. Autonomous systems can be 
attacked by intruders to cause destruction, or they 
can simply break down without the possibility of 
switching to manual control. Meanwhile, the fruit 
growers are interested in automatic orchard monitor-
ing and AI-based recommendation systems, which 
can improve decision-making and optimise business 
processes. Additionally, fruit growers do not have 

 
Fig. 4. Challenges or technological gap to increase the capacity of smart fruit-growing 

 

sufficient knowledge required to integrate smart solu-
tions into their native workflows, and the legacy and 
standards related to autonomous systems are only in 
the development stage. The independent fine-grained 
automation of fruit-growing activities and the devel-
opment of recommendation systems through the 
digital twin paradigm can structure knowledge about 
smart solutions and tune the legacy and socio-eco-
nomic situation for more effective use. Also, the open 
systems and a customisation possibility are not suffi-
ciently developed to tune smart solutions to local 
legislation and existing workflows, let alone limited 
data sharing. Considering the wish of fruit growers, 
the human–robot collaborative paradigm of Industry 
5.0 is well-suitable for them. Currently, the decision-
making systems based on the digital twin paradigm 
are the most suitable development path going to 
smart fruit-growing based on the human-robot col-
laborative paradigm of Industry 5.0.

Carrying out a repeated assessment of the situa-
tion from November 2022 to April 2023, the keywords 
“digital twin” AND “smart farming” provided three 
publications in 2023. Lemphane et al. (2023) pre-
sented an article which discusses the smart farming 
digital twin concept for pasture management based 
on the artificial intelligence application. Thapa and 
Horanont (2023) propose the importance of the 
implementation of digital twin farming platforms to 
sustain food security based on the involvement of 
artificial intelligence, the Internet of Things, big data, 
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and cloud services to excel in farming using simula-
tion, analysis, and accurate planning for growth in 
agricultural sectors. Meanwhile, Alves et al. (2023) 
presented a digital twin of a smart irrigation system 
composed of an IoT platform and a discrete event 
simulation model. The articles are not directly related 
to horticulture; however, they confirm the identified 
interest of farmers in automatic monitoring, decision-
making and AI-based systems and the increase of 
digital twin trends in the field of smart agriculture.

The authors assume that this study will help the 
scientific community to plan future studies to opti-
mise research and accelerate the transfer to new 
smart fruit-growing technologies as it is insufficient 
to develop an innovation, but it must be done at the 
appropriate time.

Conclusions

The amount and quality of developed smart solu-
tions are increasing, and the research information 
supporting them accumulates in all areas of life, 
including fruit growing. Using the PRISMA 2020 
method for the analysis of published scientific infor-
mation, the following can be concluded:
• The current level of development of artificial 

intelligence, automatically controlled devices and 
decision-making systems limits their direct 
inclusion in daily fruit-growing practices. The 
existing achievements indicate the need to 
improve the structuring of available data, better 
adapt decision-making systems advice to the 
needs of the specific fruit-growing farm, envi-
ronmental and market requirements, and ensure 
the safety of unmanned aerial vehicle (UAV) 
applications.

• Closer social and intellectual cooperation 
between developers of intelligent solutions and 
their potential end-users should be formed to 
promote innovative fruit-growing technologies 
and recognise and substantiate their usefulness.

• The analysis of the existing knowledge indicates 
the advantages and potential of the digital twin 
paradigm in developing smart fruit-growing and 
its future perspectives in creating a dialogue 
between the field of information technology and 
practical horticulture.
The study results can optimise research and 

development of smart fruit-growing technologies.
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Appendix I 
 
Tab. 2. Keywords describing application and actual research in smart fruit-growing  

Vehicles Satellites 

Application 
 

− Object detection 
for harvesting; 

− Pest or disease 
monitoring; 

− Environment 
monitoring; 

− Terrain mapping 

Research 
 

− Automation; 
− Flight planning 

Application 
 

− Space-based monitoring; 
− Thematic mapping; 
− Macro estimation and 

prediction; 
− Change and anomaly 

detection; 
− Phenology 

Research 
 

− Tuning of AI methods for 
cultivars and ecosystem 

IoT Digital Twins 

Application 
 

− Environment 
monitoring; 

− Danger prevention 

Research 
 

− Data transmission 
− increase; 
− Precision of IoT 

sensors 

Application 
 

− Autonomous control; 
− Providing 

recommendations to 
humans; 

− Modeling plant 
development stages; 

− Forecasting crop yield 

Research 
 

− Data access safety and 
security; 

− Seamless access and data 
integrity; 

− Real-time modeling; 
− Transparency and 

interoperability 

Artificial Intelligence 

Application 
 

− Yield estimation and prediction; 
− Fruit load estimation and prediction; 
− Object detection for harvesting 

Research 
 

− Experimentation with new CNN architectures; 
− Collection of natural datasets; 
− Tuning of AI methods for cultivars and an ecosystem; 
− Design of autonomous vehicle movement; 
− New algorithms for domain augmentation; 
− Real-time detection; 
− Precision of the yield estimation: 

1) multi-view techniques; 
2) object tracking application 
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Appendix II 
 
Tab. 3. Keywords describing challenges in smart fruit-growing 

Environment ↔ Legislation Legislation ↔ Socio-economics 

− Transdisciplinary coalitions to drive technologies; 
− Support from governments at small farms and the private 

sector 

− Social, economic and legacy barriers to 
applying AI; 

− Knowledge gap in new standards and 
regulations 

Socio-economics ↔ Technology Environment ↔ Socio-economics 

− Knowledge gap to design smart fruit-growing; 
− Lack of data-driven decision-making systems; 
− Stakeholders worry about cyberattacks, which can cause 

destruction through autonomous systems; 
− Stakeholders worry about dependency on technology as their 

failure can cause losses, while manual maintenance is 
restricted due to autonomous system exploitation; 

− Smart solutions have to be directed to improve working 
conditions; 

− Low adoption of new technologies and practices; 
− Lack of knowledge about orchard management 

− Unified database or roadmap to link 
knowledge and innovations; 

− Data collection, maintenance, sharing, 
interconnection and processing are not 
sufficiently developed; 

− Public data platform required for all 
agricultural data to be compiled; 

− Limited access to trustworthy information 
and knowledge; 

− Uncertainty about accessing routes to 
market; 

− Land fragmentation and limited 
collaboration among market players 

Technology ↔ Environment Technology ↔ Legislation 

− Unexplored niches remain; 
− Customisation possibility to fit AI to farm ecosystem and 

increase its precision; 
− Open systems are required for customisation needs; 
− Low resilience to climate shocks 

− Trustworthy AI; 
− Each cultural region, as well as each farm, 

has its policies and business rules; 
− Limited customisation 
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